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## Abstract

This report investigates efficient algorithms used in approximating solutions to both linear and nonlinear differential equations with the finite element method.

The report begins by laying the analytical framework, setting up some model problems, and (for the linear case) proving existence and uniqueness of solutions to these model problems.

All major results in this report are produced using a bespoke software package, titled Blakey FEM, which applies a posteriori error estimates to certain classes of linear and nonlinear model problems; this application leads to efficient adaptivity strategies of both meshing and choice of interpolating functions.

This report found that there exist $h p$-adaptive strategies that yield exponential convergence rates between finite element solutions and true solutions for various model problems.
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## Section 1

## Introduction

Differential equations are often used to explain and predict new facts about everything that changes continuously [13] such as weather prediction, planetary orbits, and the best way to design an aeroplane. It is vital, therefore, that we are able to compute solutions to these governing equations to some reasonable accuracy.

Many differential equations do not have analytical solutions, so one of two approaches is usually taken instead: solve a modified simpler equation to approximate the original solution, or approximate solutions directly [8, p. 260]; the latter is the focus of this report, specifically using numerical methods, as these are the principal choice for those approximating solutions of differential equations.

Various options for numerically approximating solutions to differential equations exist including finite difference methods [34], finite volume methods [26], and finite element methods [10] which is the method of choice for this report. Finite element methods are advantageous over other methods as they can express complicated geometries (for example the work of Giani et. al [14]) much more easily than finite difference methods [8, p. 746]. One can also derive reliable and efficient solution-independent error bounds, that locally give indications of the size of the error [42, p. 2733].

Finite element methods (FEMs) also permit high orders of convergence under the right conditions, through so-called p-refinement [27, p. 228]; however these high convergence rates can rely on certain amounts of regularity [10, p. 125]. There also exist $h$-adaptive techniques, where one can sequentially change the domain upon which the solution is approximated [41], but these techniques can only attain polynomial convergence rates at best [27, p. 228]. Therefore, in recent years, techniques concerned with a combination of the two (called $h p$-adaptive
methods) have become increasingly sought and applied effectively [42, p. 2731]. These $h p$ adaptive methods require two main ingredients: computable local error estimators, and steering criterion (presented in this report with a smoothness indicator) [22], which will be discussed in detail in Section 4.

The motivation for $h p$-adaptive FEM originates in the numerical solution of practical problems of physics or engineering, where one often encounters the difficulty that the overall accuracy of the numerical approximation is degraded by local singularities [39][p. 67]. By calculating local error estimators, one can subsequently use these to enrich the underlying approximation space in an adaptive manner [23, p. 2642].

This report found that $h$-adaptive algorithms could yield high (polynomial) convergence rates for some problems, and $p$-adaptive algorithms could yield high (exponential) convergence rates. Whilst these rates were often found to be more beneficial than their respective global refinement algorithms, the $h p$-adaptive algorithm appeared to perform the best at minimising both the error (in an appropriate norm) and the degrees of freedom.

Starting with a basic introduction in Section 2, we will introduce the common notations used in FEM analysis, as well as introducing some one-dimensional model problems which inform the numerical results in later sections. Section 3 discusses the specific implementation features of a bespoke software package written for this project, in particular highlighting the design choices made to benefit performance. We then derive local error estimators for a one-dimensional problem in Section 4, paving the way for the $h$-, $p$-, and $h p$-adaptive algorithms, as well as a comparison of their performance through some numerical experiments. Section 5 introduces a nonlinear problem from which we derive similar error estimators, and apply these to more numerical experiments. Concluding the report, Section 6 highlights the results of this project, what problems were encountered, and some suggestions for further work in the area.

## Background

In this section, the mathematical foundations for this report are laid out; these inform much of the implementation in Section 3 as well as the error analysis in Section 4 .

### 2.1 FEM Notation

We will introduce some preliminary notions needed for understanding the mathematics to finite element methods.

### 2.1.1 $\quad L^{p}$ Spaces

In general, it does not make sense to ask what the length of a vector is in a vector space, but a norm is a concept designed to address this [ $11, \mathrm{p} .8]$. There are many choices of norms in different vector spaces, as long as they satisfy some conditions.

Definition 2.1 (Norm, similar to [11, def. 1.3.1]).
We define a norm as a function $x \rightarrow\|x\|$ some vector space, $\Omega$, to $\mathbb{R}$, provided that it satisfies the following conditions:

- $\|x\|=0 \Rightarrow x=0$
- $\|\lambda x\|=|\lambda|\|x\|, \forall x \in E, \forall \lambda \in \mathbb{C}$
- $\|x+y\| \leq\|x\|+\|y\|, \forall x, y \in \Omega$

We may also introduce the concept of an inner product, from which we may induce a norm.

Definition 2.2 (Inner product, similar to [11, def 3.2.1]).
We define an inner product on a vector space, $V$, as a mapping $(\cdot, \cdot): V \times V \rightarrow \mathbb{C}$ that satisfies:

- $(x, y)=\overline{(y, x)}, \forall x, y \in V$
- $(\alpha x+\beta y, z)=\alpha(x, z)+\beta(y, z), \forall x, y, z \in V ; \forall \alpha, \beta \in \mathbb{C}$
- $(x, x) \geq 0$, with $(x, x)=0 \Leftrightarrow x=0$

Note that we may induce a norm from the inner product by

$$
\|x\|_{V}:=\sqrt{(x, x)}
$$

where $x \in V$.

For ease of notation, we also make the following two definitions:

Definition 2.3 (Range of integers).
We define

$$
[a, b]_{\mathbb{N}}:=[a, b] \cap \mathbb{N},
$$

where $[a, b]=\{x: a \leq x \wedge x \leq b, a, b \in \mathbb{R}\}$. We do this similarly for $(a, b),[a, b)$, and $(a, b]$ noting that we do allow slightly abusive notation with $b=\infty$.

Definition 2.4 (Inner product notation).
We define the inner product, for $u, v \in V$ as

$$
(u, v):=\int_{\Omega} u v d x
$$

$L^{p}$ spaces, commonly referred to as Lebesgue spaces, refer to the space of functions where some integral of a function is finite, as shown in the following definition.

Definition 2.5 ( $L^{p}$ space, [9, p. 409]).
For $u$ a complex-valued, locally integrable function, the $L^{p}$ space is defined as:

$$
L^{2}(\Omega):=\left\{u:\|u\|_{L^{2}(\Omega)}<\infty\right\}
$$

with norm

$$
\|u\|_{L^{2}(\Omega)}:=\left(\int_{\Omega}|u(x)|^{p} d x\right)^{\frac{1}{p}}
$$

### 2.1.2 Weak Derivatives and FEMs

When dealing with finite element methods, we will often come across functions such as

$$
u(x)= \begin{cases}x & \text { if } x>0 \\ -x & \text { if } x \leq 0\end{cases}
$$

where the function may be continuous but the derivative may be discontinuous at a point. We therefore may introduce the concept of a weak derivative, as well as some other notation that we will use.

Definition 2.6 (Multi-index).
If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ is an m-tuple where each $\alpha_{i} \in \mathbb{N}_{0}$, then we call $\alpha$ a multi index and denote $x^{\alpha}$ as the monomial

$$
x^{\alpha_{1}} \ldots x^{\alpha_{m}}
$$

and similarly $D^{\alpha}$ as

$$
D_{1}^{\alpha_{1}} \ldots D_{m}^{\alpha_{m}}
$$

where $D_{i}=\frac{\partial}{\partial x_{j}}[2, p .1]$. We also denote $|\alpha|=\alpha_{1}+\ldots+\alpha_{m}$.
Definition 2.7 (Weak derivative).
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For $u \in V$, where $\int_{\Omega}|u| d x$, we define $w$ as the $\alpha$ th weak derivative $u$ provided that it satisfies

$$
\int_{\Omega} u(x) D^{\alpha} v(x) d x=(-1)^{|\alpha|} \int_{\Omega} w(x) v(x) d x
$$

for all $v \in C_{0}^{\infty}(\Omega)$, where $C_{0}^{\infty}(\Omega)$ is the space of infinitely-differentiable functions with compact support on $\Omega$ and $\alpha$ defines a multi-index.

Sobolev spaces act as an extension to the $L^{p}$ spaces with the inclusion of some regularity on weak derivatives of functions.

Definition 2.8 (Sobolev space, [33, p. 2]).
For $k \in[0, \infty)_{\mathbb{N}}$ and $\Omega \subseteq \mathbb{R}^{m}$, with Lipschitz-continuous boundary, we define:

$$
H^{k}(\Omega):=\left\{u \in L^{2}(\Omega): D^{\alpha} u \in L^{2}(\Omega), \forall|\alpha| \leq k\right\}
$$

which is equipped with norm

$$
\|u\|_{H^{k}(\Omega)}:=\left(\sum_{|\alpha| \leq k}\left\|D^{\alpha} u\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}
$$

and a semi-norm of

$$
|u|_{H^{k}(\Omega)}:=\left(\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}
$$

We note that $H^{k}(\Omega)$ is a Hilbert space, and is often referred to as the one-dimensional Sobolev space of $k$ th order on $\Omega$.

The Cauchy-Schwarz inequality is very useful for the analysis of the a posteriori error bound in Section 4, so we define it here: For $u, v \in V, V$ a vector space with some norm:

$$
\begin{equation*}
\left|(u, v)_{V}\right| \leq\|u\|_{V}\|v\|_{V} \tag{2.1}
\end{equation*}
$$

where $(\cdot, \cdot)_{V}$ is an inner product on $V$, and $\|\cdot\|_{V}$ is a norm on $V$.

We also have the triangle inequality: For $x, y \in V$, where $V$ is a vector space with an inner product, we have

$$
\begin{equation*}
\|u+v\| \leq\|u\|+\|v\| \tag{2.2}
\end{equation*}
$$

as stated by Debnath et. al [11, co. 3.2.10].

We also state the following lemma, which follows directly from the definition of $\|\cdot\|_{H^{1}(\Omega)}$.

## Lemma 2.1.

For any $u \in H^{1}(\Omega)$ we have

$$
\|u\|_{L^{2}(\Omega)} \leq\|u\|_{H^{1}(\Omega)}
$$

We now have the mathematical tools to define what a finite element space describes. We state it here in its most general form, but in practical terms we will deal directly with these individual aspects of the finite element without mention of this formal definition.

Definition 2.9 (Finite element, [10, p. 78]).
A finite element in $\mathbb{R}^{d}$ is a triple $\mathcal{K}=(\Omega, P, \Sigma)$, where:

- $\Omega$ is a closed subset of $\mathbb{R}^{d}$, int $\Omega \neq \emptyset$ and $\partial \Omega$ is Lipschitz-continuous;
- $P$ is a space of functions from $K$ to $\mathbb{R}$;
- $\Sigma:=\left\{\phi_{i}\right\}_{i}^{N}$ is a finite set of linearly independent linear forms, $\phi_{i}$, defined over $P$; it is also assumed that $\Sigma$ is $P$-unisolvent. That is: $\forall \alpha_{i} \in \mathbb{R}, \exists!p \in P$ s.t. $\phi_{i}(p)=\alpha_{i} \forall i \in[1, N]_{\mathbb{N}}$.

We call $\Sigma$ the degrees of freedom (DoF).

Finite element methods rely heavily on the use of integration by parts; we will state the divergence theorem here, then state prove integration by parts.

Theorem 2.1 (Divergence theorem).
For $\Omega \subseteq \mathbb{R}^{n}$ compact and $\partial \Omega$ piecewise smooth, $u$ sufficiently differentiable in $\Omega$, and $n$ the page 12
outward-pointing unit normal at each point on $\partial \Omega$ we have

$$
\int_{\Omega} \nabla u d x \equiv \oint_{\partial \Omega} u n d S
$$

From the divergence theorem, given in Theorem 2.1, we can now construct a proof of integration by parts.

Theorem 2.2 (Integration by parts).
Taking $\Omega$ and $n$ as in Theorem 2.1, we have

$$
\int_{\Omega} u \nabla u d x \equiv \int_{\partial \Omega} u v n d S-\int_{\Omega} v \nabla u d x
$$

where $u$ and $v$ are sufficiently differentiable in $\Omega$.

Proof. From Theorem 2.1 we may take $u \rightarrow u v$. This yields

$$
\int_{\Omega} \nabla u v d x=\oint_{\partial \Omega}(u v) n d S
$$

It is convenient to now write each vector in terms of its individual components, denoted by index $i$ :

$$
\int_{\Omega} \frac{\partial}{\partial x_{i}}\left(u_{i} v_{i}\right) d x=\oint_{\partial \Omega}\left(u_{i} v_{i}\right) n_{i} d S, \forall i \in[1, n]_{\mathbb{N}} .
$$

By the product rule for differentiation we have

$$
\int_{\Omega} \frac{\partial u_{i}}{\partial x_{i}} v_{i} d x+\int_{\Omega} u_{i} \frac{\partial v_{i}}{\partial x_{i}} d x=\oint_{\partial \Omega}\left(u_{i} v_{i}\right) n_{i} d S, \forall i \in[1, n]_{\mathbb{N}},
$$

and returning to the original notation we have

$$
\int_{\Omega}(\nabla u) v d x+\int_{\Omega} u(\nabla v) d x=\oint_{\partial \Omega} u v n d S .
$$

After some rearrangement we have the result:

$$
\int_{\Omega} u \nabla v d x=\int_{\partial \Omega} u v n d S-\int_{\Omega} v \nabla u d x
$$

### 2.2 Weak Solutions of PDEs in $\mathbb{R}^{d}$

For solving partial differential equations we ultimately want to find the solution, $u$, of the equation in some space, $V$. Mathematically we want to find $u \in V$ s.t.

$$
\begin{equation*}
\mathcal{L} u=f, \text { in } \Omega \tag{2.3}
\end{equation*}
$$

where $\mathcal{L}$ is some differential operator and $f$ is some forcing function independent of $u$. We may instead consider a similar problem - which we refer to as the weak formulation - which is roughly constructed through the following steps:

1. Multiply Equation (2.3) by a test function, $v \in V$;
2. Integrate the resulting equation over the domain, $\Omega$;
3. Apply integration by parts to reduce the highest order of derivation on $u$ and $v$;
4. Apply appropriate boundary conditions to $u$ and $v$.

This weak formulation will yield solutions for which not all derivatives may exist (or may have weak derivatives). We call these solutions weak solutions (opposed to strong solutions, which satisfy the criteria in Definition 2.7). A specific example of a weak formulation is calculated in the following section.

### 2.2.1 Model Problem

We restrict ourselves for the remainder of the report to consider only two model problems: a linear and a nonlinear problem. In this section, we will only state the linear PDE problem and derive its weak formulation, and then prove the existence and uniqueness of solutions. The nonlinear problem will be introduced in Section 5 .

We consider the partial differential equation stated in Equation (2.4), i.e., given a bounded Lipschitz domain $\Omega \subseteq \mathbb{R}^{d}, d \geq 1$, we seek $u$ such that

$$
\begin{array}{r}
-\epsilon \Delta u+c u=f(x), x \in \Omega \\
u=0, \text { on } \partial \Omega \tag{2.4b}
\end{array}
$$

Here, $\epsilon>0$ and $c \geq 0$ and $f$ represent the reaction and forcing terms, respectively. This is a relatively standard model equation and similar problems are also chosen by Wihler [42], Houston et. al [21], and Mitchell et. al [27].

For this problem, we seek $u$ in the function space $H_{0}^{1}(\Omega)=$ : $V$; note that this imposes our boundary conditions, and assumes sufficient regularity of the solution, $u$.

To derive the weak formulation of Equation (2.4) we first multiply Equation (2.4a) by $v \in$ $H_{0}^{1}(\Omega)$ and integrate over $\Omega$, which yields:

$$
-\epsilon \int_{\Omega} \Delta u v d x+\int_{\Omega} c u v d x=\int_{\Omega} f v d x, \forall v \in V
$$

We notice now that $u$ has two derivatives (from the Laplacian) in the first term of this expression and $v$ has zero. We can therefore apply integration by parts, as given in Theorem 2.2
to give

$$
\epsilon \int_{\Omega} \nabla u \cdot \nabla v d x-\int_{\partial \Omega}(\nabla u \cdot n) v d s+\int_{\Omega} c u v d x=\int_{\Omega} f v d x, \forall v \in V
$$

where $n$ denotes the unit outward normal vector to the boundary, $\partial \Omega$. Noting that $v \in V$ and hence $v=0$ on $\partial \Omega$ we get: find $u \in V$ such that

$$
\epsilon \int_{\Omega} \nabla u \cdot \nabla v d x+\int_{\Omega} c u v d x=\int_{\Omega} f v d x, \forall v \in V
$$

Rewriting the above equation in inner product notation, the weak formulation of Equation (2.4) is given by: find $u \in V$ such that

$$
\begin{equation*}
\epsilon(\nabla u, \nabla v)+(c u, v)=(f, v), \forall v \in V \tag{2.5}
\end{equation*}
$$

Notice that this is still an infinite-dimensional problem which will be projected to a finitedimensional space later.

We will see in Section 2.3 that this model problem has a solution that is unique.

### 2.2.2 Lax-Milgram

The Lax-Milgram theorem, named after the pair that solved it in 1954, is a pivotal theorem that guarantees existence and uniqueness of solutions to the problems described in Section 2.2.1.

Theorem 2.3 (Lax-Milgram, [11, p. 157]).
Let a be a bounded, coercive, bilinear functional on a Hilbert space, V. For every bounded linear functional $l$ on $V$, there exists a unique $u \in V$ such that

$$
a(u, v)=l(v), \forall v \in V
$$

We may note that to show boundedness, we can instead show that $a$ and $l$ are continuous. Therefore to satisfy Theorem 2.3 for a bilinear functional, $a$, and a linear functional, $l$, we just need to find $c_{0}, c_{1}, c_{2} \in \mathbb{R}$ s.t.

- Coercivity of $a$ : $a(u, u) \leq c_{0}\|u\|_{H^{1}(\Omega)}^{2}$;
- Continuity of $a:|a(u, v)| \leq c_{1}\|u\|_{H^{1}(\Omega)}\|v\|_{H^{1}(\Omega)}$;
- Continuity of $l:|l(v)| \leq c_{2}\|v\|_{H^{1}(\Omega)}$.

We will now use the Lax-Milgram theorem to prove uniqueness and existence of the linear model problem outlined in Section 2.2.1.

Lemma 2.2 (Uniqueness and existence of linear model problem).
Equation (2.4) admits a solution that is unique.

Proof. We begin by taking

$$
a(u, v):=\epsilon(\nabla u, \nabla v)+(c u, v)
$$

and

$$
l(v):=(f, v)
$$

from Equation (2.5), where $u, v \in H^{1}(\Omega)$.

From the definitions of $a$ and $l$ we see immediately that they are respectively bilinear and linear in their arguments.

To show coercivity of $a$, we see that $a(u, u)=\epsilon\|u\|_{L^{2}(\Omega)}+\|\sqrt{c} u\|_{L^{2}(\Omega)}$.

Let $c_{s}:=\max _{x}(\sqrt{c(x)})$. Then:

$$
\begin{aligned}
a(u, u) & =\epsilon\|u\|_{L^{2}(\Omega)}^{2}+\|\sqrt{c} u\|_{L^{2}(\Omega)}^{2} \\
& \leq \epsilon\|u\|_{L^{2}(\Omega)}^{2}+c_{s}^{2}\|u\|_{L^{2}(\Omega)}^{2} \\
& \leq c_{0} / 2\|u\|_{L^{2}(\Omega)}^{2}+c_{0} / 2\|u\|_{L^{2}(\Omega)}^{2},
\end{aligned}
$$

where we have now defined $c_{0}:=2 \max \left(\epsilon, c_{s}^{2}\right)$. Noting Lemma 2.1, we have coercivity:

$$
a(u, v) \leq c_{0}\|u\|_{H^{1}(\Omega)}^{2}
$$

For continuity of $a$, let us recall that $a(u, v) \equiv \epsilon(\nabla u, \nabla v)+(c u, v)$.

By the triangle inequality from Equation (2.2) we have

$$
\begin{aligned}
|a(u, v)| & =|\epsilon(\nabla u, \nabla v)+(c u, v)| \\
& \leq|\epsilon(\nabla u, \nabla v)|+|(c u, v)| \\
& =\epsilon|(\nabla u, \nabla v)|+c_{m}|(c u, v)|,
\end{aligned}
$$

noting that $\epsilon>0$ and $c_{m}:=\max _{x}|c(x)|$.

By employing the Cauchy-Schwarz inequality from Equation (2.1) we get

$$
|a(u, v)| \leq \epsilon\|\nabla u\|_{L^{2}(\Omega)}\|\nabla v\|_{L^{2}(\Omega)}+c_{m}\|u\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} .
$$

By letting $c_{1}:=\max _{x}\left(\epsilon, c_{m}\right)$ we have continuity:

$$
\begin{aligned}
|a(u, v)| \leq & \epsilon\|\nabla u\|_{L^{2}(\Omega)}\|\nabla v\|_{L^{2}(\Omega)}+c_{m}\|u\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} \\
\leq & c_{1}\|\nabla u\|_{L^{2}(\Omega)}\|\nabla v\|_{L^{2}(\Omega)}+c_{1}\|u\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} \\
\leq & c_{1}\|\nabla u\|_{L^{2}(\Omega)}\|\nabla v\|_{L^{2}(\Omega)}+c_{1}\|u\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} \\
& +c_{1}\|\nabla u\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)}+c_{1}\|u\|_{L^{2}(\Omega)}\|\nabla v\|_{L^{2}(\Omega)} \\
\leq & c_{1}\left(\|u\|_{L^{2}(\Omega)}^{2}+\|\nabla u\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}\left(\|v\|_{L^{2}(\Omega)}^{2}+\|\nabla v\|_{L^{2}(\Omega)}^{2}\right) \\
= & c_{1}\|u\|_{H^{1}(\Omega)}\|v\|_{H^{1}(\Omega)} .
\end{aligned}
$$

To show continuity of $l$, we first recall the definition of $l$ as

$$
l(v) \equiv(f, v)
$$

Employing again the Cauchy-Schwarz inequality gives

$$
\begin{aligned}
|l(v)| & =|(f, v)| \\
& \leq\|f\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} .
\end{aligned}
$$

Noting Lemma 2.1 gives

$$
|l(v)| \leq\|f\|_{L^{2}(\Omega)}\|v\|_{H^{1}(\Omega)}
$$

and defining $c_{2}:=\|f\|_{L^{2}(\Omega)}$ we have

$$
|l(v)| \leq c_{2}\|v\|_{H^{1}(\Omega)}
$$

which shows that $l(v)$ is a continuous functional.

We have shown that the bilinear functional, $a$, is coercive and continuous in $H^{1}(\Omega)$, and we have shown that the linear functional, $l$, is continuous in $H^{1}(\Omega)$. By Theorem 2.3 we have that $\exists!u \in H^{1}(\Omega)$ s.t.

$$
a(u, v)=l(v), \forall v \in H^{1}(\Omega)
$$

which is the same as saying that Equation (2.4) admits a unique solution.

## $2.3 h p-$ FEM

When setting up our FEM version of the problem, it is helpful to set it up in such a way that the size, shape, and degree of the polynomial interpolant on each element may vary independently of any other element. We make the following definitions.

Definition 2.10 (Polynomial space).
Akin to the definition in [10], $\mathcal{P}_{P}(\Omega)=\{u(x): u$ is a polynomial of degree $r \leq P$ on $\Omega\}$.

We could have chosen, for example, B-splines or Fourier series to express our solutions, but we have chosen polynomials here.

Now we have a general definition of an FEM where we may freely choose the width of elements ( $h$ ) and the polynomial degrees of the interpolants ( $p$ ), and hence the name of $h p$-FEMs.

We create a mesh in one dimension which is the set of coordinates, $\left\{x_{i}\right\}_{i=0}^{N}$, that span $\Omega$. We note that the coordinates do not have to be evenly spaced, but we do require that they are ordered $x_{0}<\ldots<x_{N}$.


We take Equation 2.5, which describes an infinite-dimensional problem, and we now restrict to a finite-dimensional problem. For some set of basis functions, $\left\{\phi_{j}\right\}_{j=0}^{M}$ that lie in $\mathcal{P}_{P}\left(x_{i-1}, x_{i}\right)$ for some $i \in[1, N]$, we now define

$$
V_{h}:=\left\{u \in H^{1}(\Omega):\left.u\right|_{\left(x_{i-1}, x_{i}\right)} \in \mathcal{P}_{P}\left(x_{i-1}, x_{i}\right), i \in[1, N]_{\mathbb{N}}\right\},
$$

so that the solution restricted to each element is a polynomial. Our new problem, which we refer to as the finite element approximation, is: find $u_{h, p} \in V_{h}$ such that

$$
\begin{equation*}
\epsilon\left(\nabla u_{h, p}, \nabla v_{h}\right)+\left(c u_{h, p}, v_{h}\right)=\left(f, v_{h}\right), \forall v_{h} \in V_{h} . \tag{2.6}
\end{equation*}
$$

We stress here that this is now a finite-dimensional problem, which can be approximated computationally.

## Section 3

## Implementation: Blakey FEM

Many FEM solvers already exist such as Autodesk Simulation, FEFLOW, Deal II, FEniCS, and Goma; these software packages are written in a range of different languages, all set up to solve slightly different problems, making use of specific language features. However many of these software packages fail to make use of $h p$-adaptive methods, which can lead to very high orders of convergence if used correctly [42].

Our implementation is called Blakey FEM and is written in C++. C++ is low-level and gives the programmer control of memory management, which allows for more efficient algorithms [24]. It is also an object-oriented language: the object-oriented paradigm is convenient for us humans, as its primary focus is to define the structure of how the data will be organised and is often likened to real life examples. The intuitiveness of this organisation would allow a dog class, say, to have a method Dog. bark(). This intuitiveness is also often extended through a technique called abstraction, which allows other programmers or users to deal only with interfaces of classes, and not the specific implementation; this may mean to say that we don't really care how a dog barks, as long as it barks.

In real life we may encounter objects that are very similar and share some common logic; the object-oriented paradigm gives us a mechanism called inheritance which allows for some methods and data to be written in the super-class and be reused in the sub-classes. This can be best described by a specific example. Inspired from [29], we may make an inheritance diagram of structures that we may encounter in our everyday lives; this idea then extends to how we may construct classes in an object-oriented language. Take Figure 3.1, for example, which shows an inheritance diagram of some animals along with some methods. Notice that the middle portions of the nodes indicate structural properties (including data), and the bottom
portions indicate methods (manipulators to the data).

We see from Figure 3.1 that all derived classes of Animal (i.e. Mammal, Cat, Reptile, Human, and Snake) all share, among others, the property hungerLevel (so every animal can be hungry). However it only makes sense for Cat to have the method meow (), for obvious cat-related reasons.


Figure 3.1: An example of an inheritance diagram with different animals and categories of animals.

The code structure and implementation choices of Blakey FEM are heavily influenced by [33], which details choices for all aspects needed to be considered in an FEM program. The following sections describe the choices made for implementing the code including details regarding linear solvers, quadrature calculation, and the specific object-oriented design structure. We note, however, that Blakey FEM is currently a one-dimensional FEM package - but design choices have been made that would support easy extensibility to higher dimensions.

### 3.1 Meshes

A mesh describes the discretised version of the domain upon which we are solving and depending upon how the domain is discretised - can actually have a huge impact upon on our numerical approximation of the solution (as demonstrated in the work of Wilbraham [43], but now commonly referred to as Gibbs phenomenon).

With our implementation we decided to make a class Mesh which basically acts as a container for the elements, for which a class structure is displayed in Figure 3.2. The declarations for this class can be found at ./src/mesh.hpp and the definitions can be found at ./src/mesh.cpp, through the GitHub repository give on Page 2.

```
Mesh
- noElements : int
- noNodes : int
- dimProblem : int
- ownsElements : bool
+ elements : Elements*
+ Mesh(a_noElements : int)
+ Mesh(a_elements : Elements)
+ Mesh()
+ get_dimProblem() : int
+ get_noElements() : int
+ get_noNodes() : int
```

Figure 3.2: Class structure for Mesh.

There are two constructors: Mesh(int a_noElements) and Mesh(Elements a_elements)
The former constructs a mesh on $[0,1]$ with elements of equal width; and the latter constructs a mesh with the provided elements, which the user should populate manually for more control over the mesh.

The Elements* elements property is a pointer to an instance of the Elements class described in the next section. These are populated either through the first constructor or referenced by the second constructor.

The other properties are relatively self-explanatory, with the relevant getters
is the number of elements in the mesh, int noNodes is the number of nodes in the mesh, and int dimProblem is the dimension of the problem. We note that the dimension of the problem for the implementation in this report is fixed as 1 ; however, due to the object-oriented techniques and careful design of the implementation, it would be relatively easy to implement meshes on higher dimensions - and this parameter in the class would help to facilitate this.

### 3.2 Polynomial Spaces

With the $h p$-FEMs that we are implementing, we have chosen the shape functions as polynomials - and we need to be able to describe these polynomial basis functions in general for any order exponent and for any order derivative. We could have also chosen functions besides polynomials, such as Fourier shape functions [19] or B-splines (although technically polynomials, they don't behave in the same way with degrees of freedom) [16, 17]; however we have chosen polynomials due to their high convergence rates and resulting reduction in the number of degrees of freedom [17, p. 1].

As well as the choice of the type of functions, we now have a further choice to make: what kinds of polynomials we want, remembering that a certain amount of regularity will already be imposed, depending upon the space in which we are seeking solutions. An obvious choice of polynomials would be Lagrange or Legendre polynomials, but we have instead chosen to use Lobatto shape functions, employed in [33, p. 25] and [40, p. 48]; this choice of basis functions gives us a hierarchical basis set.

We begin by introducing the Legendre polynomials in one dimension as given by

$$
\begin{align*}
& L_{0}(x)=1  \tag{3.1a}\\
& L_{1}(x)=x  \tag{3.1b}\\
& L_{n}(x)=\frac{2 n-1}{n} x L_{n-1}(x)-\frac{n-1}{n} L_{n-2}(x), n \geq 2 \tag{3.1c}
\end{align*}
$$

cf. [33, p. 22]. We can also define the Lobatto shape functions by

$$
\begin{align*}
& l_{0}(x)=\frac{1-x}{2}  \tag{3.2a}\\
& l_{1}(x)=\frac{1+x}{2}  \tag{3.2b}\\
& l_{n}(x)=\sqrt{n-1 / 2} \int_{-1}^{x} L_{n-1}(\xi) d \xi, n \geq 2 \tag{3.2c}
\end{align*}
$$

cf. [33, p. 25]. We notice that Legendre polynomials are orthogonal, meaning that we have $\int_{-1}^{1} L_{n}(x) d x=0, n \geq 1$. This helpfully means that $l_{n}(1)=0, \forall n \geq 2$. We also notice by definition that $l_{n}(-1)=0, \forall n \geq 2$, so the Lobatto shape functions vanish at both sides of the domain for $n \geq 2$.

We have chosen to implement these Lobatto shape functions as our basis functions within the Element class, which is described more in Section 3.3.

We note that these functions are defined on $[-1,1]$, which will be the domain for our onedimensional reference element. For actual implementation, we can define the Legendre polynomials relatively easily with the recursive formula given in Equation (3.1), and we do so within the quadrature namespace (mainly for ease when defining the Gauss-Legendre quadrature). However, the definitions of the Lobatto functions are a little more tricky because of the integral that appears in the definition. With this in mind we state the following result.

## Lemma 3.1.

The $n$ th, $n \geq 2$, Lobatto shape function can be written as

$$
l_{n}(x) \equiv \sqrt{\frac{2 n-1}{2}}\left(L_{n+1}(x)-L_{n-1}(x)\right) .
$$

Proof. By [33, eq. 1.43], we know that

$$
L_{n}(\xi) \equiv \frac{\mathrm{d}}{\mathrm{~d} \xi}\left(L_{n+1}(\xi)-L_{n-1}(\xi)\right)
$$

Integrating this on $[-1, x]$ gives

$$
\begin{aligned}
\int_{-1}^{x} L_{n}(\xi) d \xi & =\left(L_{n+1}(x)-L_{n-1}(x)\right)-\left(L_{n+1}(-1)-L_{n-1}(-1)\right) \\
& =\left(L_{n+1}(x)-L_{n-1}(x)\right)-\left((-1)^{n+1}-(-1)^{n-1}\right) \\
& =\left(L_{n+1}(x)-L_{n-1}(x)\right)
\end{aligned}
$$

which, by our definition in Equation (3.2), is simply

$$
l_{n}(x)=\sqrt{n-1 / 2}\left(L_{n+1}(x)-L_{n-1}(x)\right)
$$

Rearranging gives the desired result.

From Equation (3.1) we can calculate Legendre polynomials generally, but not their derivatives. The derivatives for $n=0,1$ are straightforward, but not for $n \geq 2$. Hence, we need to determine how to compute the derivative of the Legendre polynomials for any order; this is required for the proceeding $h p$-adaptivity algorithm. By following a proof by induction from Lemma 3.2 we can ultimately construct such a method.

## Lemma 3.2.

The $k$ th, $k \geq 1$, derivative of a one-dimensional Legendre polynomial of the $n t h, n \geq 2$, order is defined by

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}} L_{n}(x)=\frac{2 n-1}{n-1} x L_{n-1}^{(k)}(x)-\frac{n}{n-1} L_{n-2}^{(k)}(x)+(k-1) \frac{2 n-1}{n-1} L_{n-1}^{(k-1)}(x)
$$
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Proof. We first test for the base case ( $k=1$ ). From this, we get

$$
L_{n}^{\prime}(x)=\frac{2 n-1}{n-1} x L_{n-1}^{\prime}(x)-\frac{n}{n-1} L_{n-2}^{\prime}(x),
$$

which is true by differentiating and rearranging Equation (3.1c) and employing

$$
L_{n}(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left(L_{n+1}(x)-L_{n-1}(x)\right),
$$

cf. the proof of Lemma 3.1 (and [33, eq. 1.43]).

Let's now assume that Lemma 3.2 holds for some $k \geq 2$, which is just

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}} L_{n}(x)=\frac{2 n-1}{n-1} x L_{n-1}^{(k)}(x)-\frac{n}{n-1} L_{n-2}^{(k)}(x)+(k-1) \frac{2 n-1}{n-1} L_{n-1}^{(k-1)}(x) .
$$

Differentiating this again gives

$$
\frac{\mathrm{d}^{k+1}}{\mathrm{~d} x^{k+1}} L_{n}(x)=\frac{2 n-1}{n-1} \frac{\mathrm{~d}}{\mathrm{~d} x}\left(x L_{n-1}^{(k)}(x)\right)-\frac{n}{n-1} L_{n-2}^{(k+1)}(x)+(k-1) \frac{2 n-1}{n-1} L_{n-1}^{(k)}(x) .
$$

By the product rule we may expand the differentiation into the first RHS term, giving

$$
\begin{aligned}
\frac{\mathrm{d}^{k+1}}{\mathrm{~d} x^{k+1}} L_{n}(x) & =\frac{2 n-1}{n-1}\left(L_{n-1}^{(k)}(x)+x L_{n-1}^{(k+1)}(x)\right)-\frac{n}{n-1} L_{n-2}^{(k+1)}(x)+(k-1) \frac{2 n-1}{n-1} L_{n-1}^{(k)}(x) \\
& =\frac{2 n-1}{n-1} x L_{n-1}^{(k+1)}(x)-\frac{n}{n-1} L_{n-2}^{(k+1)}(x)+k \frac{2 n-1}{n-1} L_{n-1}^{(k)}(x)
\end{aligned}
$$

which gives the desired result.

By the principles of mathematical induction, we have shown that the lemma is true for the base case and inductive case, and so we conclude that the lemma is true for all $k \geq 1$.

Since the Lobatto shape functions are calculated by a linear combination of Legendre polynomials (by Lemma 3.1), we now have a method for calculating our basis functions of any order and any derivation. The method f_double Element: basisFunction(int n, int i) in the Element class calculates any derivative of any order basis function, making use of the f_double quadrature: : legendrePolynomial(int $n$, int i) methodin the quadrature namespace. Note that the Legendre polynomials and their derivatives calculated here are one dimensional.

### 3.3 Elements

The element class was originally designed to be an abstract type, where children classes could take various forms in various dimensions (for example intervals in 1D, or triangles or squares in 2D, or tetrahedra or tetrahedra in 3D). Since Blakey FEM has been designed to solve 1D problems only, we have instead decided to make our element class a concrete class that implements only intervals.

As well as creating a class named Element we also decided to create a class called Elements which is essentially a wrapper for many Element instances. Both of these classes are described in Figure 3.3.

There are two constructors for this class: Element (Element element) which is a copy constructor (and has same logic as the equals operator), and Element (int elementNo, int noNodes, vector<int> nodeIndices, vector<double>* nodeCoordinates, int
polynomialDegree) which provides the class with an element number, the number of nodes for the element (although in 1D this will be fixed to 2), the indices of the nodes, a pointer to the node coordinates vector, and the polynomial degree for this element.

The destructor of Element does not do anything special: but it certainly does not delete the storage at nodeCoordinates, which belongs to the Elements container. N.b. the Element and Elements classes actually perform very different functions in this implementation.

```
Element
- elementNo : int
- noNodes : int
- polynomialDegree : int
- nodeIndices : vector<int>
- nodeCoordinates : vector<double>*
- init_Element(int elementNo, int noNodes, vector<int> nodelndices, vector<double>*
nodeCoordinates, int polynomialDegree) : void
+ Element(Element element)
+ Element(int elementNo, int noNodes, vector<int> nodelndices, vector<double>* nodeCo-
ordinates, int polynomialDegree)
+ Element()
+ operator=(Element element) : Element
+ mapLocalToGlobal(double xi) : double
+ basisFunction(int n, int i) : f_double
+ get_Jacobian() : double
+ get_elementNo() : int
+ get_noNodes() : int
+ get_nodeCoordinates() : vector<double>
+ get_rawNodeCoordinates() : vector<double>*
+ get_nodelndices() : vector<int>
+ get_elementQuadrature(vector<double> coordinates, vector<double> weights) : void
+ get_polynomialDegree() : int
+ set_polynomialDegree(int p) : void
```

Figure 3.3: Class structure for Element.

The method double mapLocalToGlobal(double xi) takes a point on the local domain (on $[-1,1]$ ) and calculates where that point corresponds to on the global domain; in 1D this is just a simple linear mapping $f:[-1,1] \rightarrow\left[x_{i-1}, x_{i}\right]$, where $x_{i-1}$ and $x_{i}$ are the node coordinates.

The basisFunction method, as discussed in Section 3.2, calculates the basis function on the current element for any given degree and derivative. We note that the basis functions remain on the reference element $[-1,1]$.

### 3.4 Linear Solvers

Linear systems arise in various different areas, and are of particular importance computationally thanks to the methods that exist to approximate solutions to the systems. Directly calculating an inverse to an $N \times N$ matrix can take $\mathcal{O}\left(N^{3}\right)$ operations, so for large linear systems this could take a very long time. In practice we don't need to find the explicit inverse and can go straight to seeking a solution to the system provided we have a right-hand-side; however other computational algorithms such as Gaussian elimination also take $\mathcal{O}\left(N^{3}\right)$ operations [8, p. 368]. For diagonal systems we can actually find a solution in $\mathcal{O}(N)$ when we are dealing with linear elements for FEMs in 1D, but higher-order FEMs no longer result in diagonal matrices.

We can therefore turn to iterative techniques, which can provide solutions to some given accuracy. For large sparse systems (like the system resulting from our FEM calculations) the conjugate gradient is generally a well-favoured method [8, p. 479]. We have therefore chosen to use a conjugate gradient solver with some tolerance (usually set to $1 \times 10^{-15}$ ) for solving all linear systems that arise and is defined in vector<double>

## linearSystems : : conjugateGradient (Matrix<double> M, vector<double> b,

double tolerance). We note that we could also make use of the Thomas algorithm for solving diagonal systems arising from 1D linear FEM calculations; however we decided that the performance boost for using a separate algorithm for solving a linear system for perhaps only the first few iterations was seen as too small to justify proper implementation. We have however implemented the Thomas algorithm in void linearSystems :

## thomasInvert(vector<double> lower, vector<double> diagonal

vector<double> upper, vector<double> load, vector<double> solution) in case this wanted to be developed further in the future. The conjugate gradient algorithm is shown in Equations (3.3), as defined in [6, p. 1605], where we choose $\boldsymbol{d}_{0}=\boldsymbol{r}_{0}=\boldsymbol{A} \boldsymbol{x}_{0}-\boldsymbol{b}$. We note that each $\boldsymbol{x}_{k}$ is our approximation of the solution, and the terminating condition for the page 30
algorithm is when $\boldsymbol{r}_{k} \cdot \boldsymbol{r}_{k}$ is below some given tolerance (usually $1 \times 10^{-15}$ ).

$$
\begin{align*}
\boldsymbol{x}_{k+1} & =\boldsymbol{x}_{k}+\alpha_{k} \boldsymbol{d}_{k}  \tag{3.3a}\\
\alpha_{k} & =-\frac{\boldsymbol{r}_{k}^{\top} \boldsymbol{d}_{k}}{\boldsymbol{d}_{k}^{\top} \boldsymbol{A} \boldsymbol{d}_{k}}  \tag{3.3b}\\
\boldsymbol{d}_{k+1} & =\boldsymbol{r}_{k+1}+\beta_{k} \boldsymbol{d}_{k}  \tag{3.3c}\\
\beta_{k} & =-\frac{\boldsymbol{r}_{k+1}^{\top} \boldsymbol{A} \boldsymbol{d}_{k}}{\boldsymbol{d}_{k}^{\top} \boldsymbol{A} \boldsymbol{d}_{k}} \tag{3.3d}
\end{align*}
$$

We have implemented the conjugate gradient method described above as done in [20], but we note that we could have computationally implemented a better algorithm: one that permits parallelisation. Computers in recent years have, for one reason or another, been geared to having more cores than a faster processing clock speed [37]; however the standard conjugate gradient algorithm is not suitable for these multi-core processors as each new direction $\left(d_{k}\right)$ requires the new residue ( $\boldsymbol{r}_{k}$ ) to have been calculated [ $6, \mathrm{p} .1605$ ]. We therefore could have used the cooperative conjugate gradient method provided by Bhaya et. al to make use of the many cores and threads in a central processing unit, but for the purposes of this project we will just use the regular conjugate gradient method as the 1D simulations aren't too computationally demanding.

We note that to solve our linear systems above we need a Matrix data structure, as matrices are not built-in to the programming language - this is due to use cases for matrices widely differing from programmer-to-programmer. We have therefore implemented our own class hierarchy to store matrix details relevant to our problems, as shown in Figure 3.4. The Matrix class is itself abstract, and its descendant classes implement many of its method. We have implemented a child class called Matrix_full which stores the matrix elements in a single vector, items, whereby the index at which an element value is stored is calculated relatively easily from two coordinate values; this is akin to the approach taken by the creator of C++,

Bjarne Stroustrup, in his comprehensive guide to the language [35, p. 831] to minimise storage required.

Now that we have this generic structure for our matrix classes, it would be relatively easy to add a sparse matrix data structure, say Matrix_sparse, with a method like compressed sparse row format [31, p. 93]. For large sparse matrices, this method aims to reduce the total amount of storage needed in computer memory.

We also notice that the Matrix class and its descendants are implemented generally for a type, T, using C++'s templates feature. We have chosen to do this for several reasons: firstly, this allows a single implementation of a matrix for any given type - for example, a matrix of type double or int; secondly, this approach reduces redundancy of code and allows features for all types of matrix to be added with relative ease; and thirdly, this approach saves on both runtime and space efficiency [35, p. 665].

### 3.5 Nonlinear Solvers

Later in the report, in Section5, we introduce a nonlinear model problem (rather than a linear problem). We need a nonlinear solver to solve the resulting nonlinear system. Although not the primary concern for this stage in the report, it's important that we cover the implementation side of this problem. We have chosen to implement a Newton solver for this solving process, thanks to its quadratic convergence rates close to roots [36, p. 119].

By explicitly calculating the necessary function and derivative needed for our nonlinear problem, we use the Newton's method in void Solution_nonlinear: : Solve_single(double

```
cgTolerance, vector<double> uPrev, vector<double> uNext, double difference)
```

This performs one Newton step, which we can run multiple times in the void

## Solution_nonlinear: : Solve(double cgTolerance, double NewtonTolerance,

vector $<$ double $>u 0$ ) to find a root within a certain specified tolerance.

```
Matrix «abstract»
[NO DATA]
# resize(int noNonZeros) : void
# item(int x, int y) : T
+ get_noRows() : int
+ get_noColumns() : int
+ get_diagonal() : vector<T>
+ set(int x, int y, T value) : void
Matrix_full
# items : T
# noColumns : int
# noRows : int
# resize(int noNonZeros) : void
# get_index(int x, int y) : int
# item(int x, int y) : T
+ Matrix_full(int N)
+ Matrix_full(int noColumns, int noRows)
+ Matrix_full(int noColumns, int noRows, T initial)
+ Matrix_full(Matrix M)
+ get_noRows() : int
+ get_noColumns() : int
+ set(int x, int y, T value) : void
```

Figure 3.4: Class structure for Matrix and its descendants.

### 3.6 Quadrature

All FEMs will need to (at some point at least) find the value of the one-dimensional definite integral

$$
I(f)=\int_{a}^{b} f(x) d x
$$

We are interested in finding numerical methods that yield accurate approximations to $I$ [12]. We call the numerical approximation to a definite integral a quadrature method, and we will in particular consider quadratures of the form

$$
I_{n}(f)=\sum_{i=1}^{n} w_{i} f\left(x_{i}\right)
$$

where we call $w_{i}$ the quadrature weights and $x_{i}$ the quadrature points for $i \in[1, n]_{\mathbb{N}}$.

Gaussian quadrature gives us the best choices of weights and points for approximating the integration of a function of one variable numerically on an interval [30]; Gaussian quadrature can also be derived for integration of functions in more than one dimension (useful in multidimensional FEMs), but we will restrict ourselves to considering one dimension.

We define Gaussian quadrature of order $n, n \geq 1$, as done in [33], and more universally known as Gauss-Legendre quadrature. By taking $L_{n}$ to mean the $n$th order Legendre polynomial as defined in [33, p. 22] (c.f. Section 3.2), and noticing that $L_{n}$ has $n$ zeros, we define the $i$ th Gaussian weights and points given by:

$$
\begin{gather*}
\xi_{n, i} \text { s.t. } L_{n}\left(\xi_{n, i}\right)=0  \tag{3.4a}\\
w_{n, i}=\frac{2}{\left(1-\xi_{n, i}^{2}\right) L_{n}^{\prime}(\xi)^{2}}, i \in[1, n]_{\mathbb{N}} \tag{3.4b}
\end{gather*}
$$

To allow for exact integration of polynomials of a chosen degree, we need to be able to calculate these points and weights for any given $n$. Therefore, Blakey FEM implements:

- f_double quadrature : : legendrePolynomial(int $n$, int i) - returns a function pointer to the $i$ th derivative of the $n$ th-degree Legendre polynomial;
- void quadrature : : legendrePolynomialRoots(int $n$, vector<double> roots)
- populates roots with the $n$ roots of the $n$th degree Legendre polynomial by a Newton method within a residual tolerance of $10^{-5}$;
- double quadrature : : get_gaussLegendrePoint(int $n$, int i) - returns the $i$ th Gaussian point of $n$th order;
- double quadrature: :get_gaussLegendreWeight(int n, int i) - returns the $i$ th Gaussian weight of $n$th order.

Since the root finding of the zeros of the Legendre polynomials are relatively expensive, we also have an intelligent cache built-in to the code so that no point or weight is generated more page 34
than once - when calculated for the first time they are stored in a dictionary data structure. Whilst this has an immediate computational penalty with the lookup of various values in the dictionary, it is a much lower cost than computing the points and weights. It is so vital in decreasing the runtime of the program because the roots of these polynomials are found using a Newton method, which may take a large number of iterations to converge.

### 3.7 Object-Oriented Design

Figure 3.5 highlights the main class diagram of this implementation, in particular highlighting the structure rather than the specific syntax usage - we have therefore omitted arguments and their types, as well as const-ness, as these don't inform the structure of our code too much.

Note that we show inheritance with open triangle-headed arrows, one-to-one association with closed triangle-headed arrows, and one-to-many association with open diamond-headed arrows (in accordance with industry standards [1]). We denote private members with '\#', private members with ' - ', and public members with ' + '. These access attributes give our code some protection to illegal usage, whereby a user may only interact with our classes with public members. We also denote abstract methods with italics, and make a note of abstract classes next to their class name.

To calculate a solution to a problem, the user needs only to instantiate instances of Mesh and Solution (with their relevant arguments), and all instances of other classes are created within these if necessary.

During the creation an instance of Mesh, they can either provide an Elements instance with various Element s pre-populated, or they may simply provide a number of equally-spaced elements they want in that Mesh. This Mesh can then be then be passed to the Solution constructor, with other problem details. To calculate a finite element solution, the user may call the Solution: :Solve method, from which Solution: :output_solution() may be called to output the solution to a data file. This data file can then be used to plot the values of the
finite element solution again the $x$-axis.


Figure 3.5: The rough object-oriented design of Blakey FEM.

Figure 3.6 outlines the structure of the namespaces used in this implementation, which again omit the arguments for simplicity. In general, the namespace names correlate to their purpose.

The common namespace holds some methods that are included in every implementation file; these methods are methods that need to be used frequently across different classes and namespaces, so it made sense for them to be defined once in their own separate namespace.

Methods concerned with refinement are defined in the ref inement namespace. In general, page 36
one would make a call to either refinement : :refinement() or refinement : :refinement_g(), which respectively describe refinement and global refinement. The choice of refinement method at each step is chosen by the choice of flags in the arguments for these methods. The refinement: :refine_hp(),refinement: :refine_h(), and refinement: :refine_p()respectively define individual steps of the $h p-, h-$, and $p$-adaptive refinement processes, and will usually only be called from the former refinement processes. The namespace is structured such that one of the individual refinement steps will take an old Solution and old Mesh, and give a new, refined Solution and new, refined Mesh. More of the implementation details for these processes are given later in Algorithms 4.1-4.4.

The implementations of linearSystems and quadrature are discussed in Sections 3.4 and 3.6, respectively.

```
common
+ addFunction(f_double, f_double) : f_double
+ constantMultiplyFunction(double, f_double) : f_double
+ I2Norm(vector<double>, vector<double>) : double
+ multiplyFunction(f_double, f_double) : f_double
```

```
quadrature
+ legendrePolynomial() : f_double
+ legendrePolynomialRoot() : double
+ legendrePolynomialRoots() : vector<double>
+ get_gaussLegendrePoint() : double
+ get_gaussLegendreWeight() : double
```


## linearSystems

+ thomasInvert() : vector<double>
+ conjugateGradient() : vector<double>
+ dotProduct() : double
refinement
+ refinement_g() : void
+ refinement() : void
+ refine_hp() : void
+ refine_h() : void
+ refine_p() : void

Figure 3.6: The namespaces available in Blakey FEM.

We note here that the base class Solution and its descendants, Solution_linear and Solution_nonlinear, are at the heart of the solving process of the finite element algorithms. See Appendix A for a more detailed discussion of how these classes use the data to solve the problems.

### 3.8 Simple Numerics

Now that we have an implementation of a finite element solver, we may test it with a few example problems and see what results we have. Let us first consider a boundary value problem
on $\Omega=[0,1]$, where we seek a solution, $u \in H^{1}(\Omega)$, such that

$$
-0.001 u^{\prime \prime}+u=1
$$

where $u(0)=u(1)=0$. This fits our model problem from Section 2.2.1 by setting $\epsilon=0.001$, $f \equiv 1$, and $c \equiv 1$.

We first solve some simple examples on this domain for equally-sized linear elements across the entire domain, as shown in Figure 3.7.


Figure 3.7: Plots for the example boundary layer problem for varying element sizes.

We see that, as the number of elements increases, the solution visibly gets more accurate. But there is more to this than that: we notice that with 8 linear elements, there is an undesirable overshoot in the approximation near the boundaries, but the plateau in the centre of the domain is already a good approximation of the solution. As we increase the number of elements we use for the approximation, we are increasing the elements across the plateau for page 38
seemingly no reason. It may be beneficial, for example, to only reduce the size of elements in areas where the higher resolution is needed. We will see in Section 4 that we can compute indicators capable of telling us exactly where these regions are, and allow us to get a better approximation with fewer elements.

We could instead increase the polynomial degree on elements, which could lead to some exponential convergence rates [18]. We've plotted quadratic and cubic elements for 4 and 8 elements in Figure 3.8. We note once again that the higher polynomial degrees across the plateau (where the exact solution is roughly constant) are mostly unnecessary, and better approximations of the solution mostly come from the higher polynomial degrees near the boundary.


Figure 3.8: Plots for the example boundary layer problem for varying element sizes and varying polynomial degrees.

To try out more simple examples, you may visit https://fem. blakey.family where a simple version of Blakey FEM is running, allowing you to compute some of your own solutions. In particular you can try 3 different pre-set examples in the bottom-left of the page: one that pro-
duces the boundary layer solution like above, one that produces a sinusoidal solution, and one that produces a quadratic solution. By varying the number of elements we can see improvements in the solution or deteriorations in the solution. A small shortcut allows mixed-sized element meshes by entering a negative number of elements to the input, which can show interesting local convergence properties. This will give roughly twice as many elements to the left-side of the domain as on the right-side. You may also visit the GitHub repository, given on page 2 , to compile and run the code yourself.

## Section 4

## A Posteriori Error Estimation and Adaptivity

A priori error bounds only go so far for giving us error estimations, as in real-world models we're unlikely to know the exact solutions. In some situations we may be able to use optimal solutions [15], or use a priori error bounds on model paramters [4]. However, for real world applications of finite element methods for solving PDEs, it may be that we cannot take reasonable guesses at the solution. After all, why would we be solving for a solution that we already know?

In general for an a priori bound, we have a bound of the form

$$
\left\|u-u_{h}\right\| \leq \mathcal{E}_{1}(h, p, u),
$$

where $\|\cdot\|$ denotes a suitable norm and the bound, $\mathcal{E}_{1}$, depends upon the element size, $h$, the polynomial degree on that element, $p$, and - crucially - the actual solution, $u$. It would be far better to derive computable error bounds that depend instead upon the finite element approximation of the solution, $u_{h}$, so that we can calculate the bound even when we don't know the exact solution. We will introduce such bounds in this section, referred to as a posteriori error bounds, which take the form

$$
\left\|u-u_{h}\right\| \leq \mathcal{E}_{2}\left(h, p, u_{h}\right),
$$

and therefore depend on our numerical approximation, $u_{h}$.

### 4.1 A Posteriori Error Estimation in 1D

When numerically solving real-life problems (such as computational fluid dynamics, elasticity, or weather prediction problems) we may find that the overall accuracy of the numerical approximation is degraded by local singularities; a remedy to this problem is to locally refine around areas where the approximate and analytical solution differ the most [39]. When working with test problems (e.g. $-u^{\prime \prime}(x)=\sin (x)$ ) we know the analytical solution and can therefore immediately see where these areas are; however, in most practical situations the analytical solution is not known and we can't do this.

For finite element methods, there exist a posteriori error estimates (error estimates without knowing the analytical solution). We will derive such an error estimate for our model problem in Equation (2.4) in this section, mostly following the results from Schwab [32] as a guide.

We firstly define the energy norm, which is the norm in which we will measure our error and error estimates.

Definition 4.1 (Energy norm, [25, p. 55]).
The energy norm is defined as

$$
\|u\|_{E}:=a(u, u)
$$

where $a$ is the usual bilinear functional from our FEM.

In 1D, we may consider domain $\Omega:=(a, b)$ and finite element space

$$
V_{h}:=\left\{u \in H^{1}(\Omega):\left.u\right|_{\left(x_{i-1}, x_{i}\right)} \in \mathcal{P}_{P_{i}}\left(x_{i-1}, x_{i}\right) \forall i \in[1, N]_{\mathbb{N}}\right\}
$$

We ultimately want to prove that there exists an a posteriori bound on $\left\|u-u_{h}\right\|_{E}$, but we first need to prove some preliminary results.

Let $\hat{\Omega}:=[-1,1]$ be the one-dimensional reference element. Then we know by [32, eq. 3.3.3] page 42
that, for any $u \in L^{2}(\hat{\Omega})$, we may write $u$ in the form of an expansion of Legendre polynomials:

$$
\begin{equation*}
u(\xi)=\sum_{i=0}^{\infty} a_{i} L_{i}(\xi) \tag{4.1}
\end{equation*}
$$

where

$$
a_{i}=\frac{2 i+1}{2} \int_{-1}^{1} u(\xi) L_{i}(\xi) d \xi
$$

and $\left\{L_{i}\right\}_{i=0}^{\infty}$ are the family of Legendre polynomials, as defined in Section 3.2. We note that the Legendre polynomials satisfy

$$
\begin{equation*}
\int_{-1}^{1} L_{i}(\xi) L_{j}(\xi) d \xi=\frac{2}{2 i+1} \delta_{i j} \tag{4.2}
\end{equation*}
$$

where $\delta_{i j}$ denotes the Kronecker delta.

We may employ Equation (4.2), noting Equation (4.1), to deduce the following Parseval identity, as stated in a similar form by Schwab [32, eq. 3.3.14]:

$$
\begin{equation*}
\|u\|_{L^{2}(\hat{\Omega})}^{2}=\sum_{i=1}^{\infty} \frac{2}{2 i+1}\left|a_{i}\right|^{2} . \tag{*}
\end{equation*}
$$

More generally, the following lemma holds.
Lemma 4.1 ([32, lem. 3.10]).
Given $u \in H^{k}(\hat{\Omega}), k \geq 0$, defined by Equation (4.1), then the following (generalised) Parseval identity holds:

$$
\int_{-1}^{1}\left|u^{(k)}(\xi)\right|^{2}\left(1-\xi^{2}\right)^{k} d \xi=\sum_{i=k}^{\infty}\left|a_{i}\right|^{2} \frac{2}{2 i+1} \frac{(i+k)!}{(i-k)!}
$$

Proof. Firstly, we show that the following relation holds:

$$
\begin{equation*}
\int_{-1}^{1}\left(1-\xi^{2}\right)^{k} L_{i}^{(k)}(\xi) L_{j}^{(k)}(\xi) d \xi=\frac{2}{2 i+1} \frac{(i+k)!}{(i-k)!} \delta_{i j} \tag{4.3}
\end{equation*}
$$

To prove Equation (4.3) we first note that Legendre polynomials are a special case of the

Jacobi polynomials

$$
\left\{P_{i}(\xi ; \alpha, \beta)\right\}_{i=0}^{\infty}
$$

cf. [38, p. 58]. In particular the Jacobi polynomials satisfy the orthogonality property:

$$
\begin{align*}
& \int_{-1}^{1}(1-\xi)^{\alpha}(1+\xi)^{\beta} P_{i}(\xi ; \alpha, \beta) P_{j}(\xi ; \alpha, \beta) d \xi \\
& =\frac{2^{\alpha+\beta+1}}{2 i+1+\alpha+\beta} \frac{\Gamma(\alpha+1+i) \Gamma(\beta+1+i)}{\Gamma(i+1) \Gamma(\alpha+\beta+1+i)} \delta_{i j} ; \alpha, \beta>-1, \tag{4.4}
\end{align*}
$$

where $\Gamma(\cdot)$ denotes the gamma function.

Moreover, we note that

$$
\begin{equation*}
L_{i}^{(k)}(\xi)=\frac{(i+k)!}{2^{k} i!} P_{i-k}(\xi ; k, k), k \geq i \tag{4.5}
\end{equation*}
$$

Hence, using both Equation (4.4) and (4.5) gives

$$
\begin{aligned}
& \int_{-1}^{1}\left(1-\xi^{2}\right)^{k} L_{i}^{(k)}(\xi) L_{j}^{(k)}(\xi) d \xi \\
& =\int_{-1}^{1}(1-\xi)^{(k)}(1+\xi)^{(k)} \frac{(i+k)!(j+k)!}{2^{k} i!} \frac{2^{k} j!}{2^{k}} P_{i-k}(\xi ; k, k) P_{j-k}(\xi ; k, k) d \xi \\
& =\frac{[(i+k)!]^{2}}{2^{2 k}[i!]^{2}} \frac{2^{2 k+1}}{2 i+1} \frac{\Gamma(i+1) \Gamma(i+1)}{\Gamma(i-k+1) \Gamma(i+k+1)} \delta_{i j} \\
& =\frac{[(i+k)!]^{2}}{2^{2 k}[i!]^{2}} \frac{2^{2 k+1}}{2 i+1} \frac{i!}{(i-k)!} \frac{i!}{(i+k)!} \delta_{i j} \\
& =\frac{2}{2 i+1} \frac{(i+k)!}{(i-k)!} \delta_{i j}
\end{aligned}
$$

hence, we deduce that Equation (4.3) holds.

To complete the proof of the lemma, we note that

$$
\begin{aligned}
& \int_{-1}^{1}\left(1-\xi^{2}\right)^{k}\left|u^{(k)}(\xi)\right|^{2} d \xi \\
& =\int_{-1}^{1}\left(1-\xi^{2}\right)^{k}\left|\sum_{i=1}^{\infty} a_{i} L_{i}^{(k)}(\xi)\right|^{2} d \xi \\
& =\sum_{i, j=k}^{\infty} a_{i} a_{j} \int_{-1}^{1}\left(1-\xi^{2}\right)^{k} L_{i}^{(k)}(\xi) L_{j}^{(k)}(\xi) d \xi \\
& =\sum_{i=k}^{\infty} \frac{2}{2 i+1} \frac{(i+k)!}{(i-k)!}\left|a_{i}\right|^{2}
\end{aligned}
$$

where we have employed Equation (4.3).

With these results, we now consider the construction of a suitable projector $\pi_{h}: L^{2}(\hat{\Omega}) \rightarrow$ $\mathcal{P}_{P}(\hat{\Omega})$, where $\mathcal{P}_{P}(\hat{\Omega})$ denotes the space of polynomials of degree less or equal to $P, P \geq 0$. To this end, we state the following result.

Lemma 4.2 ([32, eq. 3.3.14]).
For every $u \in L^{2}(\hat{\Omega})$ we have that

$$
\inf _{v \in \mathcal{P}_{P}(\hat{\Omega})}\|u-v\|_{L^{2}(\hat{\Omega})}=\left[\sum_{i=p+1}^{\infty} \frac{2}{2 i+1}\left|a_{i}\right|^{2}\right]^{\frac{1}{2}} .
$$

Proof. Let $v \in \mathcal{P}_{P}(\hat{\Omega})$ be any polynomial of degree $P, P \geq 0$, then

$$
v(\xi)=\sum_{i=0}^{P} b_{i} L_{i}(\xi)
$$

for a given set of coefficients $\left\{b_{i}\right\}_{i=0}^{P}$. Then employing Equation (4.2*) gives

$$
\|u-v\|_{L^{2}(\hat{\Omega})}^{2}=\sum_{i=0}^{P} \frac{2}{2 i+1}\left|a_{i}-b_{i}\right|^{2}+\sum_{i=P+1}^{\infty} \frac{2}{2 i+1}\left|a_{i}\right|^{2} .
$$

Hence $\|u-v\|_{L^{2}(\hat{\Omega})}$ will be minimised when $b_{i}=a_{i}$ for $i \in[1, P]_{\mathbb{N}}$, and we have our result.

## Remark 4.1.

As we would expect, the function $v \in \mathcal{P}_{P}(\hat{\Omega})$, which minimises the norm $\|u-v\|_{L^{2}(\hat{\Omega})}$ is in fact the $L^{2}(\hat{\Omega})$-projection of $u$ onto $\mathcal{P}_{P}(\hat{\Omega})$.

Based on previous results, we may derive an approximation result. However, we first, for $j \in[0, k]_{\mathbb{N}}, k \in \mathbb{N}$, define

$$
V_{j}^{k}(\hat{\Omega}):=\left\{u \in L^{2}(\hat{\Omega}):|u|_{V_{j}^{k}(\hat{\Omega})}<\infty\right\},
$$

where

$$
|u|_{V_{j}^{k}(\hat{\Omega})}^{2} \equiv \sum_{i=j}^{k} \int_{-1}^{1}\left(1-\xi^{2}\right)^{i}\left|u^{(i)}(\xi)\right|^{2} d \xi,
$$

akin to [32, eq. 3.3.10].

Note that for $j=0,|\cdot|_{V_{j}^{k}(\hat{\Omega})}$ is a norm, but only a semi-norm for $j>0$.
Theorem 4.1 (Similar to [32, th. 3.11]).
Given $u \in V_{0}^{k}(\hat{\Omega}), k \geq 1$, the following approximation result holds

$$
\inf _{v \in \mathcal{P}_{P}(\hat{\Omega})\|u-v\|_{L^{2}(\hat{\Omega})}^{2}} \leq\left[\frac{(P+1-s)!}{(P+1+s)!}\right]^{\frac{1}{2}}|u|_{V_{s}^{s}(\hat{\Omega})}^{2}
$$

for $s \in[0, \min (P+1, k)]_{\mathbb{N}}$.

Proof. Employing Lemma 4.2 gives

$$
\begin{aligned}
\inf _{v \in \mathcal{P}_{P}(\hat{\Omega})}\|u-v\|_{L^{2}(\hat{\Omega})}^{2} & =\sum_{i=P+1}^{\infty} \frac{2}{2 i+1}\left|a_{i}\right|^{2} \\
& =\sum_{i=P+1}^{\infty} \frac{2}{2 i+1}\left|a_{i}\right|^{2} \frac{(i+s)!}{(i-s)!} \frac{(i-s)!}{(i+s)!} \\
& \leq \frac{(P+1-s)!}{(P+1+s)!} \sum_{i=P+1}^{\infty} \frac{2}{2 i+1} \frac{(i-s)!}{(i+s)!} \\
& =\frac{(P+1-s)!}{(P+1+s)!}|u|_{V_{s}^{s}(\hat{\Omega})}^{2},
\end{aligned}
$$

by Lemma 4.1, as required.

For the purposes of the a posteriori error estimation, we require an alternative approximation result, which we will now develop in a similar way.

Theorem 4.2 ([32, th. 3.14]).
Given $u \in H^{1}(\hat{\Omega})$ there exists $\pi_{h} u \in \mathcal{P}_{P}(\hat{\Omega})$ such that the following hold:

$$
\begin{gather*}
\pi_{h} u( \pm 1)=u( \pm 1)  \tag{4.6a}\\
\left\|u^{\prime}-\left(\pi_{h} u\right)^{\prime}\right\|_{L^{2}(\hat{\Omega})}^{2}=\sum_{i=P}^{\infty} \frac{2}{2 i+1}\left|b_{i}\right|^{2}  \tag{4.6b}\\
\left\|u-\pi_{h} u\right\|_{L^{2}(\hat{\Omega})}^{2} \leq \int_{-1}^{1} \frac{\left(u-\pi_{h} u\right)^{2}}{1-\xi^{2}} d \xi=\sum_{i=P}^{\infty} \frac{2}{i(i+1)(2 i+1)}\left|b_{i}\right|^{2} \tag{4.6c}
\end{gather*}
$$

Here, $\left\{b_{i}\right\}_{i=0}^{\infty}$ are the Legendre coefficients of $u^{\prime}$, i.e.,

$$
b_{i}=\frac{2 i+1}{2} \int_{-1}^{1} u^{\prime}(\xi) L_{i}(\xi) d \xi, i \in \mathbb{N}
$$

Proof. (4.6a) Firstly, we write $\left(\pi_{h} u\right)^{\prime}$ to be the truncated Legendre series expansion of $u^{\prime}$, i.e.,

$$
\left(\pi_{h} u\right)^{\prime}=\sum_{i=0}^{P-1} b_{i} L_{i}(\xi)
$$

and define

$$
\pi_{h} u(\xi)=\int_{-1}^{\xi}\left(\pi_{h} u\right)^{\prime}(\eta) d \eta+u(-1)
$$

Hence, by definition of $\pi_{h} u(-1)=u(-1)$.

Moreover,

$$
\begin{aligned}
\pi_{h} u(1) & =\int_{-1}^{1}\left(\pi_{h} u\right)^{\prime}(\eta) d \eta+u(-1) \\
& =2 b_{i}+u(-1) \\
& =2 b_{i} \pi_{h} u(-1)
\end{aligned}
$$

Hence,

$$
\pi_{h} u(1)-\pi_{h} u(-1)=2 b_{0}
$$

Similarly,

$$
\begin{aligned}
u(1)-u(-1) & =\int_{-1}^{1} u^{\prime}(\xi) d \xi \\
& =\int_{-1}^{1} \sum_{i=0}^{\infty} b_{i} L_{i}(\xi) d \xi \\
& =2 b_{0}
\end{aligned}
$$

Thereby, given that $\pi_{h} u(-1)=u(-1)$, we deduce that $\pi_{h} u(1)=u(1)$, and hence Equation (4.6a) holds.
(4.6b) This follows immediately with Lemma 4.1.
(4.6c) First consider the following, where we have applied Equation (4.6a):

$$
\begin{align*}
u(\xi)-\pi_{h} u(\xi) & =\int_{-1}^{\xi} u^{\prime}(\eta) d \eta-\int_{-1}^{\xi}\left(\pi_{h} u\right)^{\prime}(\eta) d \eta \\
& =\int_{-1}^{\xi} \sum_{i=P}^{\infty} b_{i} L_{i}(\eta) d \eta \\
& =\sum_{i=P}^{\infty} b_{i} \psi_{i}(\xi) \tag{4.7}
\end{align*}
$$

where $\psi_{i}(\xi)=\int_{-1}^{\xi} L_{i}(\eta) d \eta, i \in[p, \infty)_{\mathbb{N}}$.

We recall that the Legendre polynomials satisfy the ODE problem:

$$
\left(\left(1-\xi^{2}\right) L_{i}^{\prime}(\xi)\right)^{\prime}+i(i+1) L_{i}(\xi)=0, \text { in } \hat{\Omega}
$$

for $i \in \mathbb{N}$, by [38, th. 4.2.1].

## Rearranging gives

$$
L_{i}=-\frac{\left(\left(1-\xi^{2}\right) L_{i}^{\prime}\right)^{\prime}}{i(i+1)}, i \geq 1
$$

and integrating gives

$$
\begin{aligned}
\psi(\xi) & \equiv \int_{-1}^{\xi} L_{i}(\eta) d \eta \\
& =-\frac{1}{i(i+1)} \int_{-1}^{\xi}\left(\left(1-\eta^{2}\right) L_{i}^{\prime}(\eta)\right)^{\prime} d \eta \\
& =-\frac{1}{i(i+1)}\left(1-\xi^{2}\right) L_{i}^{\prime}(\xi) .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\int_{-1}^{1} \frac{1}{1-\xi^{2}} \psi_{i}(\xi) \psi_{j}(\xi) d \xi & =\int_{-1}^{1} \frac{1}{i(i+1)} \frac{1}{j(j+1)}\left(1-\xi^{2}\right) L_{i}^{\prime}(\xi) L_{j}^{\prime}(\xi) d \xi \\
& =\frac{1}{[i(i+1)]^{2}} \frac{2}{2 i+1} \frac{(i+1)!}{(i-1)!} \delta_{i j} \\
& =\frac{2}{2 i+1} \frac{1}{i^{2}(i+1)^{2}} \frac{(i+1) i(i-1)!}{(i-1)!} \delta_{i j} \\
& =\frac{2}{i(i+1)(2 i+1)} \delta_{i j} \tag{4.8}
\end{align*}
$$

Employing Equations (4.7) and (4.8) gives

$$
\begin{aligned}
\int_{-1}^{1}\left|u(\xi)-\pi_{h} u(\xi)\right|^{2} d \xi & \leq \int_{-1}^{1} \frac{1}{1-\xi^{2}}\left|u(\xi)-\pi_{h} u(\xi)\right|^{2} d \xi \\
& =\int_{-1}^{1}\left(\sum_{i=P}^{\infty} b_{i} \psi_{i}(\xi)\right)^{2} d \xi \\
& =\sum_{i=P}^{\infty} \frac{2}{i(i+1)(2 i+1)}\left|b_{i}\right|^{2}
\end{aligned}
$$

as required.

From Theorem 4.6, we now derive the following approximation result.
Corollary 4.1 ([32, co. 3.15]).
Let $u \in H^{1}(\hat{\Omega}) \cap V_{0}^{k}(\hat{\Omega}), k \geq 1$. Then the following bound holds:

$$
\left\|u^{\prime}-\left(\pi_{h} u\right)^{\prime}\right\|_{L^{2}(\hat{\Omega})} \leq\left[\frac{(p-s)!}{(p+s)!}\right]^{\frac{1}{2}}\left|u^{\prime}\right|_{V_{s}^{s}(\hat{\Omega})}
$$

where $s \in[0, \min (P, k)]_{\mathbb{N}}$.

Proof. From Equation (4.6b) from Theorem 4.2, together with the proof of Theorem 4.1, gives

$$
\begin{aligned}
\left\|u^{\prime}-\left(\pi_{h} u\right)^{\prime}\right\|_{L^{2}(\hat{\Omega})}^{2} & =\sum_{i=P}^{\infty} \frac{2}{2 i+1}\left|b_{i}\right|^{2} \\
& =\sum_{i=P}^{\infty} \frac{2}{2 i+1} \frac{(i+s)!(i-s)!}{(i-s)!} \frac{(i+s)!}{\left(\left.i\right|^{2}\right.} \\
& \leq \frac{(P-s)!}{(P+s)!} \sum_{i=P}^{\infty} \frac{2}{2 i+1} \frac{(i+s)!}{(i-s)!}\left|b_{i}\right|^{2} \\
& =\frac{(P-s)!}{(P+s)!}\left|u^{\prime}\right|_{V_{s}^{s}(\hat{\Omega})}^{2},
\end{aligned}
$$

as required.

For the purposes of the proceeding a posteriori error analysis we consider a particular case of Theorem 4.2, applied to an individual element, $\kappa_{i}=\left[x_{i-1}, x_{i}\right], i \in[1, N]_{\mathbb{N}}$. To this end, consider the following element mapping:

$$
\begin{gathered}
F_{\kappa_{i}}:[-1,1] \rightarrow\left[x_{i-1}, x_{i}\right] \\
F_{\kappa_{i}}(\xi) \equiv x=\frac{1}{2}(1-\xi) x_{i-1}+\frac{1}{2}(1+\xi) x_{i} .
\end{gathered}
$$

Note the slight change of notation, where we can write

$$
\hat{u}(\xi)=u \circ F(\xi) .
$$

We may now introduce the following theorem as the linear approximation result that we will use.

Theorem 4.3 (1D linear approximation result, [32, p. 145]).
If $u \in H^{1}\left(\kappa_{i}\right), i \in[1, n]_{\mathbb{N}}$, and $\pi_{h} u\left(x_{i}\right)=u\left(x_{i}\right)$ for $i \in[0, n]_{\mathbb{N}}$, then $\Pi_{h} u \in V_{h}$ s.t.

$$
\int_{x_{i-1}}^{x_{i}} w_{i}^{-1}\left(u-\pi_{h} u\right)^{2} d x \leq \frac{1}{P_{i}\left(P_{i}+1\right)}\left\|u^{\prime}\right\|_{L^{2}\left(\kappa_{i}\right)}^{2}
$$

where $w_{i}=\left(x_{i}-x\right)\left(x-x_{i-1}\right)$.

Proof. From Equation $(\overline{4.6 \mathrm{~g}})$ from Theorem 4.2, we have

$$
\begin{aligned}
\int_{-1}^{1} \frac{\left(\hat{u}-\pi_{h} \hat{u}\right)^{2}}{1-\xi^{2}} d \xi & =\sum_{i=P}^{\infty} \frac{2}{i(i+1)(2 i+1)}\left|b_{i}\right|^{2} \\
& =\sum_{i=P}^{\infty} \frac{2}{i(i+1)(2 i+1)} \frac{(i-s)!}{(i-s)!} \frac{(i+s)!}{(i+s)!}\left|b_{i}\right|^{2} \\
& \leq \frac{(P-s)!}{(P+s)!} \frac{1}{P(P+1)} \sum_{i=P}^{\infty} \frac{2}{2 i+1} \frac{(i+s)!}{(i-s)!}\left|b_{i}\right|^{2} .
\end{aligned}
$$

Employing Lemma 4.1 gives

$$
\int_{-1}^{1} \frac{\left(\hat{u}-\pi_{h} \hat{u}\right)^{2}}{1-\xi^{2}} d \xi \leq \frac{(P-s)!}{(P+s)!} \frac{1}{P(P+1)} \int_{-1}^{1}\left|\hat{u}^{(s+1)}\right|^{2}\left(1-\xi^{2}\right)^{s} d \xi
$$

In order to scale from the reference element on $\hat{\Omega}$ to $\kappa_{i}$ (on $\left[x_{i-1}, x_{i}\right]$ ), we first note that

$$
\frac{\mathrm{d} x}{\mathrm{~d} \xi}=\frac{1}{2}\left(x_{i}-x_{i-1}\right)
$$

and hence

$$
\frac{1}{1-\xi^{2}}\left(\frac{\mathrm{~d} x}{\mathrm{~d} \xi}\right)^{-2}=\frac{1}{w_{i}}
$$

To see this, we note that

$$
\xi=\frac{2 x-\left(x_{i}+x_{i-1}\right)}{x_{i}-x_{i-1}}
$$

and therefore

$$
\begin{aligned}
1-\xi^{2} & =1-\frac{\left(2 x-\left(x_{i}+x_{i-1}\right)\right)^{2}}{\left(x_{i}-x_{i-1}\right)^{2}} \\
& =\frac{\left(x_{i}-x_{i-1}\right)^{2}-\left(2 x-\left(x_{i}+x_{i-1}\right)\right)^{2}}{\left(x_{i}-x_{i-1}\right)^{2}} \\
& =\frac{4\left(x_{i}-x\right)\left(x-x_{i-1}\right)}{\left(x_{i}-x_{i-1}\right)^{2}}
\end{aligned}
$$

We may now set $s=0$, which gives

$$
\begin{aligned}
\int_{x_{i-1}}^{x_{i}} w_{i}^{-1}\left(u-\pi_{h} u\right)^{2} d x & =\int_{-1}^{1}\left(\hat{u}-\pi_{h} \hat{u}\right)^{2} w_{i}^{-1} \frac{\mathbf{d} x}{\mathbf{d} \xi} d \xi \\
& =\int_{-1}^{1} \frac{1}{1-\xi^{2}}\left(\hat{u}-\pi_{h} \hat{u}\right)^{2}\left[\frac{\mathbf{d} x}{\mathbf{d} \xi}\right]^{-1} d \xi \\
& \leq \frac{1}{P(P+1)}\left[\frac{\mathbf{d} x}{\mathbf{d} \xi}\right]^{-1} \int_{-1}^{1}\left(\hat{u}^{\prime}\right)^{2} d \xi
\end{aligned}
$$

## Now

$$
\begin{aligned}
u^{\prime} & \equiv u_{x} \\
& =\hat{u}_{\xi}\left[\frac{\mathbf{d} x}{\mathrm{~d} \xi}\right]^{-1} \\
& \equiv \hat{u}^{\prime}\left[\frac{\mathbf{d} x}{\mathrm{~d} \xi}\right]^{-1} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\int_{x_{i-1}}^{x_{i}} w_{i}^{-1}\left(u-\pi_{h} u\right)^{2} d x & \leq \frac{1}{P(P+1)}\left[\frac{\mathbf{d} x}{\mathrm{~d} \xi}\right]^{-1} \int_{x_{i-1}}^{x_{i}}\left(u^{\prime}\right)^{2}\left[\frac{\mathrm{~d} x}{\mathrm{~d} \xi}\right]^{2} \frac{\mathbf{d} \xi}{\mathrm{~d} x} d x \\
& =\frac{1}{P(P+1)}\left\|u^{\prime}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2}
\end{aligned}
$$

and noting $\kappa_{i}=\left[x_{i-1}, x_{i}\right]$ we are done.

For the following theorem's proof we also make note of the Galerkin orthogonality property, as stated in [25] [eq. 1.35].

$$
\begin{equation*}
a\left(u-u_{h}, v_{h}\right)=0, \forall v_{h} \in V_{h} \tag{4.9}
\end{equation*}
$$

We also make the following definition of the residual.

Definition 4.2 (Residual).
For one-dimensional version of the model problem given in Equation (2.4), we have the residual:

$$
\left.R(u)\right|_{\left(x_{i-1}, x_{i}\right)}:=f+\epsilon u^{\prime \prime}-c u, i \in[1, n]_{\mathbb{N}}
$$

We will now state and prove the main theorem providing an a posteriori error bound.

Theorem 4.4 (1D a posteriori error bound).
If $u \in H^{1}(\Omega)$ and $u$ satisfies Equation (2.4), then

$$
\left\|u-u_{h}\right\|_{E} \leq \sqrt{\sum_{i=1}^{N} \frac{1}{P_{i}\left(P_{i}+1\right)} \frac{1}{\epsilon}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2}}
$$

where $\|\cdot\|_{E}$ denotes the energy norm, $P_{i}$ is the element's polynomial degree, $w_{i}$ is defined as in Theorem 4.3, and $u_{h}$ is our approximation of the solution defined in Equation (2.6).

Proof. We note that Equation (2.4) tells us that

$$
-\epsilon u^{\prime \prime}(x)+c(x) u(x)=f(x), x \in(0,1)
$$

with $u(0)=u(1)=0$.

The problem's weak formulation is, as written in Equation (5.2), find $u \in H_{0}^{1}(0,1)$ s.t.

$$
a(u, v)=l(v), \forall v \in H_{0}^{1}(0,1)
$$

Projecting our problem to the finite-dimensional space, as shown in Equation (2.6), we have to find $u_{h} \in V_{h}$ s.t.

$$
a\left(u_{h}, v_{h}\right)=l\left(v_{h}\right) \forall v_{h} \in V_{h} .
$$

By working from the definition of the energy norm, we get:

$$
\left\|u-u_{h}\right\|_{E}^{2}=a\left(u-u_{h}, u-u_{h}\right)
$$

By defining $e:=u-u_{h}$ and using Galerkin orthogonality (Equation (4.9)) in the second argument, we get

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & =a\left(u-u_{h}, e\right) \\
& =a\left(u-u_{h}, e-\pi_{h} e\right)
\end{aligned}
$$

By linearity we may split up the terms in the first argument to give

$$
\left\|u-u_{h}\right\|_{E}^{2}=a\left(u, e-\pi_{h} e\right)-a\left(u_{h}, e-\pi_{h} e\right)
$$

We now substitute the model equation (Equation (2.4)) into the first term to give

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & =l\left(e-\pi_{h} e\right)-a\left(u_{h}, e-\pi_{h} e\right) \\
& =\int_{0}^{1}\left[f\left(e-\pi_{h} e\right)-\epsilon u_{h}^{\prime}\left(e-\pi_{h} e\right)^{\prime}-c u_{h}\left(e-\pi_{h} e\right)\right] d x
\end{aligned}
$$

Applying integration by parts elementwise and noting the vanishing boundary conditions by Theorem 4.3 gives

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & =\sum_{i=1}^{N} \int_{x_{i-1}}^{x_{i}}\left[f\left(e-\pi_{h} e\right)+\epsilon u_{h}^{\prime \prime}\left(e-\pi_{h} e\right)-c u_{h}\left(e-\pi_{h} e\right) d \xi\right] \\
& =\sum_{i=1}^{N} \int_{x_{i-1}}^{x_{i}}\left(f+\epsilon u_{h}^{\prime \prime}-c u_{h}\right)\left(e-\pi_{h} e\right) d \xi
\end{aligned}
$$

By using the definition of the residual in Equation (4.2), we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & =\sum_{i=1}^{N} \int_{x_{i-1}}^{x_{i}}\left(R\left(u_{h}\right)\right)\left(e-\pi_{h} e\right) d x \\
& =\sum_{i=1}^{N} \int_{x_{i-1}}^{x_{i}} w_{i}^{1 / 2}\left(R\left(u_{h}\right)\right) w_{i}^{-1 / 2}\left(e-\pi_{h} e\right) d x
\end{aligned}
$$

where $w_{i}:=\left(x_{i}-x\right)\left(x-x_{i-1}\right)$.

Using the Cauchy-Schwarz inequality gives

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & \leq \sum_{i=1}^{N} \sqrt{\int_{x_{i-1}}^{x_{i}} w_{i}\left(R\left(u_{h}\right)\right)^{2} d x} \sqrt{\int_{x_{i-1}}^{x_{i}} w_{i}^{-1}\left(e-\pi_{h} e\right)^{2} d x} \\
& =\sum_{i=1}^{N}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}} \sqrt{\int_{x_{i-1}}^{x_{i}} w_{i}^{-1}\left(e-\pi_{h} e\right)^{2} d x}
\end{aligned}
$$

## Applying our error bound in Theorem 4.3 we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & \leq \sum_{i=1}^{N}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}} \sqrt{\frac{1}{P_{i}\left(P_{i}+1\right)}\left\|e^{\prime}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2}} \\
& =\sum_{i=1}^{N}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}} \sqrt{\frac{1}{\epsilon P_{i}\left(P_{i}+1\right)}\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)}^{2}} \\
& =\sum_{i=1}^{N}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L^{2}\left(x_{i-1}, x_{i}\right)} \sqrt{\frac{1}{\epsilon P_{i}\left(P_{i}+1\right)}} .
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & \leq \sqrt{\sum_{i=1}^{N}\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2} \sqrt{\sum_{i=1}^{N} \frac{1}{\epsilon p_{i}\left(p_{i}+1\right)}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2}}} \\
& =\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L^{2}(0,1)} \sqrt{\sum_{i=1}^{N} \frac{1}{\epsilon p_{i}\left(p_{i}+1\right)}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2}}
\end{aligned}
$$

Noticing that $\|e\|_{E}^{2} \equiv\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L^{2}(0,1)}^{2}+\left\|c^{1 / 2} e\right\|_{L^{2}(0,1)}^{2} \geq\left\|\epsilon^{1 / 2} e^{\prime}\right\|_{L^{2}(0,1)}^{2}$, we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{E}^{2} & \leq\|e\|_{E} \sqrt{\sum_{i=1}^{N} \frac{1}{\epsilon p_{i}\left(p_{i}+1\right)}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2}} \\
& =\left\|u-u_{h}\right\|_{E} \sqrt{\sum_{i=1}^{N} \frac{1}{\epsilon p_{i}\left(p_{i}+1\right)}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2}}
\end{aligned}
$$

By dividing through by the norm of the error in the energy norm, we further simplify to

$$
\left\|u-u_{h}\right\|_{E} \leq \sqrt{\sum_{i=1}^{N} \frac{1}{\epsilon p_{i}\left(p_{i}+1\right)}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}^{2}}
$$

which gives the desired result.

Since each term in the sum is dependant only on the properties of a single element, say $\kappa_{i}$, we also make the further definition of

$$
\eta_{\kappa_{i}}:=\frac{1}{\sqrt{\epsilon p_{i}\left(p_{i}+1\right)}}\left\|w_{i}^{1 / 2} R\left(u_{h}\right)\right\|_{L_{\left(x_{i-1}, x_{i}\right)}^{2}}
$$

as the element or local error indicator so that we can further write

$$
\left\|u-u_{h}\right\|_{E} \leq \sqrt{\sum_{i=1}^{N} \eta_{\kappa_{i}}^{2}}
$$

We will then write this upper bound as

$$
\mathcal{E}\left(u_{h}, h, p\right):=\sqrt{\sum_{i=1}^{N} \eta_{\kappa_{i}}^{2}}
$$

which will be referred to as the global error indicator.

### 4.2 Example Problems

We introduce here some model problems that will be used for numerical experiments with the $h-, p$-, and $h p$-adaptive algorithms in Sections 4.3-4.5.

## Problem 4.1.

A sinusoidal example, for which the solution the solution is very smooth. The problem has the exact solution

$$
u(x)=\sin (2 \pi x)
$$

The data is set on Equation (2.4a) as $\epsilon=1, f=4 \pi^{2} \sin (2 \pi x)$, and $c \equiv 0$.

## Problem 4.2.

A boundary layer problem, exhibiting boundaries near $x=0$ and $x=1$, as given in [42, ex. 2] with the exact solution

$$
u(x)=-\frac{\exp (x / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}-\frac{\exp (-x / \sqrt{\epsilon}) \exp (1 / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}+1
$$

The data is set on Equation (2.4a) as $\epsilon=10^{-3}, f \equiv 1$, and $c \equiv 1$.

## Problem 4.3.

A problem exhibiting a shock, as given in [42, ex. 4] with the exact solution

$$
u(x)=\arctan (100(x-1 / 3))+(1-x) \arctan (100 / 3)-x \arctan (200 / 3)
$$

The data is set on Equation (2.4a) as $\epsilon=1, f=\frac{4 \times 10^{6}(x-1 / 3)}{\left(10^{5}(x-1 / 3)^{2}+1\right)^{2}}$, and $c \equiv 1$. Again, we note that $f$ is just $-u^{\prime \prime}+u$.

## 4.3 $h$-adaptivity

This section will be dedicated to looking at strategies to adaptively change the mesh locally in order to reduce the energy norm error of the solution.

We need an algorithm that will instruct us on how we will construct successive meshes, each more refined than the previous. We will use a modified version of the algorithm described in [39, p .68] by Verfürth, which is given in Algorithm 4.1; this algorithm has $\tau_{h}^{k}$ as the $k$ th mesh, $u_{h}^{k}$ as the finite element solution on $\tau_{h}^{k}$, and $\eta_{\kappa}$ as the individual element indicators and $\mathcal{E}$ as the global error indicator, c.f. the end of Section 4.1. The underline on the word "refine" is because we need to do something further - how do we deem elements as big contributors to the global error, and then how do we construct the subsequent refinement to the mesh and solution?

```
Algorithm 4.1: Refinement
    Create initial mesh, \(\tau_{h}^{0}\);
    Compute initial solution, \(u_{h}^{0}\);
    Compute all \(\eta_{\kappa}\) and \(\mathcal{E}\);
    \(k \leftarrow 0\);
    while \(\mathcal{E} \geq T O L\) do
        Refine mesh and solution, giving \(\tau_{h}^{k+1}\) and \(u_{h}^{k+1}\);
        Solve \(u_{h}^{k}\) on \(\tau_{h}^{k}\);
        Compute all \(\eta_{\kappa}\) and \(\mathcal{E}\);
        \(k \leftarrow k+1\)
```

For $h$-refinement, as described in [5, p. 748] and [41, p. 772], our aim is to make the error uniform across all elements. By the strategy outlined in [23, p. 18] we will choose to refine all those elements with local error indicators that are greater or equal to one third of the largest local error indicator. Algorithm 4.2 outlines how we have implemented this, where the algorithm takes the current mesh, current solution, and error indicators for all elements as inputs; and then returns a refined mesh and solution.

```
Algorithm 4.2: \(h\)-refinement
    Input : \(\tau_{h}, u_{h}, \boldsymbol{\eta}_{\boldsymbol{\kappa}}\)
    Output: \(\tau_{h}^{\text {new }}, u_{h}^{\text {new }}\)
    forall \(\kappa\) do
        if \(\eta_{\kappa} \geq \max \boldsymbol{\eta}_{\boldsymbol{\kappa}} / 3\) then
            Split element in half and add both these elements to \(\tau_{h}^{\text {new }}\)
        else
            Copy element from \(\tau_{h}\) to \(\tau_{h}^{\text {new }}\)
```


### 4.3.1 Test Problem 1

For Problem 4.1, we may apply the above algorithms adaptively refine the mesh to provide more accurate solutions.

By initialising $\tau_{0}$ to have 4 linear elements, and allowing the algorithm to run, we get the results shown in Figure 4.1 for the first $3 h$-adaptive steps.


Figure 4.1: $h$-adaptivity on Problem 4.1.

We see that the initial mesh with four linear elements is not very good at approximating the exact solution (and in fact $\left\|u-u_{h}\right\|_{E} \approx 1.93$ here). The first step of the refinement algorithm automatically marks all elements for refinement, resulting in a mesh with eight elements, which is again a better approximation of the exact solution. Figure 4.2 shows both the energy norm between the exact and approximate solutions $\left(\left\|u-u_{h}\right\|_{E}\right)$ as well as the error indicator $\left(\mathcal{E}\left(u_{h}, h, p\right)\right)$ against the degrees of freedom for the first $15 h$-refinement steps. We can see that the error is reducing at some polynomial rate - and is importantly staying under the error estimator, since it is an upper bound.


Figure 4.2: $h$-adaptivity convergence rates on Problem 4.1.

This means that refinement is working at reducing the error, but how does the efficiency of this compare to global refinement? We can see in Figure 4.3 that the $h$-adaptive version, as well as taking more steps, performs very slightly better. It may seem at this point that there is no real advantage to $h$-adaptivity, but we will see in Section 4.4 that this particular problem performs significantly better with $p$-adaptivity.


Figure 4.3: $h$-adaptivity (local refinement) and global $h$-refinement convergence rates on Problem 4.1.

We note that for this problem we can calculate the efficiency indices of our error bounds with

$$
\Theta=\frac{\mathcal{E}\left(u_{h}, h, p\right)}{\left\|u-u_{h}\right\|_{E}}
$$

which gives us an indication of how close our error estimate is compared to the actual error in the solution. Note that we can only calculate this quantity here because we know the exact solution. The first ten steps of the $h$-adaptive algorithm produce the results in Table 4.1. We see that the error estimator is initially about $4 \%$ inefficient for the initial condition of 4 elements, but this decreases down to $0.1 \%$ inefficiency by the time that the algorithm has split the mesh into 280 elements. This means that our bound for this problem is very tight and we aren't doing too many unnecessary refinements.

| $N$ | $\Theta$ |
| :---: | :---: |
| 4 | 1.042 |
| 8 | 1.010 |
| 12 | 1.024 |
| 24 | 1.006 |
| 36 | 1.007 |
| 52 | 1.001 |
| 88 | 1.002 |
| 108 | 1.002 |
| 196 | 1.001 |
| 280 | 1.001 |

Table 4.1

### 4.3.2 Test Problem 2

Recall that Problem 4.2 is a boundary layer problem, exhibiting boundaries near $x=0$ and $x=1$, with the exact solution

$$
u(x)=-\frac{\exp (x / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}-\frac{\exp (-x / \sqrt{\epsilon}) \exp (1 / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}+1
$$

where $\epsilon=10^{-3}$.

We initialise the $h$-adaptive algorithm with a mesh of 4 linear elements, and get the results in Figure 4.4 after $3 h$-adaptive steps.

We see that the initial mesh is very bad at approximating the solution: the approximate solution does not capture the plateau through the centre of the domain, it does not capture the sharp derivative near the boundaries, and there is an erroneous overshoot in the solution's maximum value. However, by 2 and 3 refinement steps we see the features of the true solution becoming apparent in the approximate solution.

We notice that, unlike Problem 4.1, that the $h$-adaptive algorithm produces very different results to global refinement. Figure 4.5 shows, for the same initial condition, global refinement having a much higher error for the same number of degrees of freedom. Interestingly, we see some very high convergence rates for local refinement when the algorithm is starting. This is


Figure 4.4: $h$-adaptivity on Problem 4.2.
likely to be because this is the stage at which the boundaries are resolved in the approximation, and we therefore get much closer to the solution. When solving these numerical experiments, the generation of the global refinement data used significantly more computational resources on my computer than the local adaptivity data, and this is directly due to the larger number of degrees of freedom. We note that there were roughly four times the number of degrees of freedom involved in reducing the error in the global refinement to roughly the same amount of error in the local adaptivity.

We may plot the mesh from the $h$-adaptivity for the first 14 refinement steps to give us an idea of how the elements have been marked for refinement, given in Figure 4.6. As one may expect, with having errors initially high near the boundary, the mesh has been mostly refined near the boundaries.

Also note that we could have performed similar analysis to those above without the exact page 64


Figure 4.5: $h$-adaptivity (local refinement) and global $h$-refinement convergence rates on Problem 4.2.
solutions to the equations; however it is still very useful to have this for these test problems, as we can make further comparisons between the actual error and the estimate error.

### 4.3.3 Test Problem 3

Recall that Problem 4.3 is a problem exhibiting a shock with the exact solution

$$
u(x)=\arctan (100(x-1 / 3))+(1-x) \arctan (100 / 3)-x \arctan (200 / 3) .
$$

As a change to the previous examples, we set the initial mesh for this problem to have 6 linear elements; this is because 4 elements don't yield desirable results for some of the adaptivity algorithms due to a lack of resolution over the shock. The first 3 steps of the $h$-adaptive


Figure 4.6: Resulting h-adaptivity mesh for Problem 4.2.
algorithm are shown in Figure 4.7.

The initial mesh produces a solution that roughly describes the true solution near the boundaries, but doesn't do a very good job at approximating the true solution in the middle of the domain. Adding to this observation, we see that the derivative across the shock points becomes steeper between adaptive steps, until the steepness is roughly met by the third step. By this third step we have most of the features that we would expect to see in a good approximation of the solution.

As shown in Figure 4.8 we very clearly see that the mesh has rightfully been refined around the shock region, allowing the solution to become much more accurate. Because the mesh is so fine, our plot does not really show how fine the mesh goes at its finest, but we see the important feature that the element sizes are certainly smaller in this region.


Figure 4.7: $h$-adaptivity on Problem 4.3.

## $4.4 \quad p$-adaptivity

Here, just like with $h$-adaptivity, we again choose to mark elements for refinement for those elements that have local error indicators greater or equal to one third of the largest local error indicator. However we now refine elements by increasing the polynomial on elements marked for refinement, rather than splitting them into two new elements. This procedure is outlined in Algorithm 4.3.

```
Algorithm 4.3: \(p\)-refinement
    Input : \(\tau_{h}, u_{h}, \boldsymbol{\eta}_{\boldsymbol{\kappa}}\)
    Output: \(\tau_{h}^{\text {new }}, u_{h}^{\text {new }}\)
    forall \(\kappa\) do
        if \(\eta_{\kappa} \geq \max \boldsymbol{\eta}_{\kappa} / 3\) then
            Increase polynomial degree on element;
```

This is somewhat of an easier algorithm to implement computationally as the number of


Figure 4.8: Resulting h-adaptivity mesh for Problem 4.3.
elements between subsequent iterations remains the same.

We note that, as described in [18], we can get exponentially converging solutions for solutions that are very smooth (solutions lie in $C^{p}$ for some large $p$ ). This is very good news for our convergence rates: this means that, for sufficiently smooth functions, we will converge to the solution extremely quickly. This idea will be further developed in Section 4.5, where we will combine this extraordinarily useful feature with mesh refinement.

### 4.4.1 Test Problem 1

For Problem 4.1 we again choose an initial mesh with 4 linear elements.

Immediately we can see in Figure 4.9 that the solution, after one $p$-adaptive step, is very close to the exact solution. As we will see in Section 4.5 this makes sense with the smoothness page 68


Figure 4.9: p-adaptivity on Problem 4.1.
of the solution to this problem.

We can study the convergence rates for this problem under $p$-adaptivity, as can be seen in Figure 4.10. As discussed for a similar smooth problem in [17, p. 15] we see exponential convergence rates here. In fact, with the slight concavity we're actually seeing some superexponential convergence rates here.

One thing that we do notice about Figure 4.10 that may be slightly concerning is the point where the error in the energy norm is higher than the error estimate at 25 degrees of freedom. We've calculated an upper bound to the error, so the bound should never be higher than the error. However, we must remember that these calculations have been computed on a computer with finite precision, and so this situation may have happened due to machine precision. In fact, we may plot the error and estimator values for a few more iterations of $p$-refinement in Figure 4.11 to see that the error actually increases with increasing degrees of freedom; this is further evidence to suggest that we may be having issues with machine precision.

We note that the $p$-adaptive process has actually given us the same as global $p$ refinement, meaning that the error estimator must have been roughly equally distributed. We can see, though, that this was probably the right thing to do! Figure 4.12 shows the convergence rates for both the $h$ - and $p$-adaptive algorithms, and shows that $p$-adaptivity is far superior in reduc-


Figure 4.10: $p$-adaptivity convergence rates on Problem 4.1.
ing the error than $h$-adaptivity for this problem.

Our efficiency indices (defined in Section 4.3) here begin with $\Theta_{0}=1.042$, and then by third iteration reduce to $\Theta_{3}=1.002$; this means, just as what we saw with $h$-adaptivity, the error bound on this problem is very efficient.

### 4.4.2 Test Problem 2

For $p$-adaptivity for Problem 4.2, we choose an initial mesh of 4 linear elements, and produce Figure 4.13 after $3 p$-adaptive steps.

We see that the results here look a little strange to begin with: there are various oscillations that appear across the transition between the boundary layers and the plateau in the centre of the domain. However these oscillations eventually disappear once we introduce enough page 70


Figure 4.11: p-adaptivity convergence issues on Problem 4.1.
degrees of freedom, as shown in the convergence rate in Figure 4.14. Interestingly, the error indicator does not perform as efficiently as it did for the $h$-adaptive algorithm, with an efficiency index of $\Theta=1.401$ at the eighth adaptive step. This isn't a huge problem since the indicator remains above the actual error, but it shows that the error indicator may not perform as efficiently in some problems.

Comparing $h$ - and $p$-adaptivity for this problem, Figure 4.15 shows us that $p$-adaptivity is better for this test problem, with its far superior convergence rate.

### 4.4.3 Test Problem 3

For $p$-adaptivity of Problem 4.3, we (like in Section 4.3) start with an initial mesh of 6 linear


Figure 4.12: $h$ - and p-adaptivity convergence on Problem 4.1.
elements. The results for the first 3 steps of $p$-adaptivity are shown in Figure 4.16.

We notice that after the first $p$-adaptive step, there is a clear overshoot of the solution's value, likely to be caused by the steep derivative needed over the shock. As we take more steps we see these oscillations both spread out and become smaller in amplitude as the polynomial degrees in that region are increased. Figure 4.17 shows the polynomial degrees across the mesh after the third $p$-adaptive step, and shows that the polynomial degree on the two elements closest to the shock have been increased to 4; the polynomial degree has been left unchanged as 1 elsewhere on the domain.

## 4.5 $h p$-adaptivity

Here we will combine the strategies of the above by making local refinements to both the mesh and the polynomial degrees in a suitable combination. We will still mark elements that page 72


Figure 4.13: p-adaptivity on Problem 4.2. Note that for plotting purposes we take 10 sample points per element, which leads to plots 3 and 4 looking not as smooth as they should; be assured that the actual solution described there are cubic and quartic, respectively.
we will refine in the same way as before, but we now have a choice as to whether we $h$ - or $p$-refine.

As discussed in Section 4.4, we can see exponential convergence rates for solutions that are sufficiently smooth, and we have seen in Section 4.3 that we can achieve polynomial convergence rates. If $p$-adaptivity has higher convergence rates then why do we need to combine the two in the first place?

If the refinement of the mesh is not strong enough, then the exponential part of error reduction (appearing from $p$-adaption) cannot appear [18, p. 604]. We therefore may need to refine the mesh before increasing the polynomial degree, and we ought to make this decision depending upon how 'smooth' the solution is; to detect whether the solution is 'smooth', we introduce a so-called smoothness indicator as done in [42, p. 2733] (which is rewritten in more


Figure 4.14: p-adaptivity convergence on Problem 4.2.
familiar notation Equation (4.10)) for $u \in H^{1}(K)$, where $K \subseteq \Omega$ is the part of domain denoted by a single element, $\kappa$.

$$
\mathcal{F}_{K}[u]:= \begin{cases}\|u\|_{\infty(K)}^{2}\left[\operatorname{coth}(1)\left(h_{K}^{-1}\|u\|_{L^{2}(K)}^{2}+h_{K}|u|_{H^{1}(K)}^{2}\right)\right]^{-1} & \text { if } u \not \equiv 0  \tag{4.10}\\ 1 & \text { if } u \equiv 0\end{cases}
$$

Combining algorithms 4.2 and 4.3 with our smoothness indicator we get Algorithm 4.4, which is effectively the same as [42, algorithm 2] (by taking $\tau=0.5$ ).


Figure 4.15: $h$ - and $p$-adaptivity convergence on Problem 4.2.

### 4.5.1 Test Problem 1

For Problem 4.1, we again start with 4 linear elements as an initial mesh. Running the $h p$ adaptive algorithm for the first 3 steps gives Figure 4.18.

We notice that approximation converges very quickly to the true solution, even after just a few $h p$-adaptive steps. This is shown especially well in Figure 4.19, which shows the convergence rate of the $h p$-algorithm after $8 h p$-adaptive steps, and very clearly shows exponential convergence rates.

We may also produce a graph showing the sizes and polynomial degrees for each element after 8 hp -adaptive steps, which is shown in Figure 4.20. This shows that the algorithm, from the initial condition, chose to double the number of elements (we now have 8 elements) and increase the polynomial degrees to order 5. This is a very sensible resulting mesh as the true


Figure 4.16: p-adaptivity on Problem 4.3.
solution is very smooth, upon which we expect higher-order polynomials to approximate the solution better.

### 4.5.2 Test Problem 2

Problem 4.2 has a smooth solution, but there needs to be sufficient resolution around the boundaries before a viable solution becomes apparent. The $h p$-adaptive algorithm produces the results in Figure 4.21 for the first $3 h p$-adaptive steps.

Wihler [42] approximates a similar problem to Problem4.2 (where $\epsilon=10^{-5}$ ), and produces a plot of the convergence rates and mesh. We produce our version of these results respectively in Figures 4.22 and 4.23, plotting both the results to Problem 4.2 and the modified problem page 76


Figure 4.17: $h$ - and p-adaptivity convergence issues on Problem 4.2.
given in [42, ex. 2].

First of all, we see that the $h p$-adaptive strategy for Problem 4.2 yields exponential convergence rates, resulting from the use of $p$-adaptivity. We notice that there are sometimes lapses in the efficiency of the error estimator, but it otherwise sits efficiently just above the actual error. However there is a problem for when the graph goes beyond 70 degrees of freedom where the energy error is higher than the error indicator; this is likely due to similar reasons as discussed in Section 4.4 when the convergence graph had a similar problem. In fact, by running Blakey FEM with the correct parameters for this problem, we see that the individual error indicators on each element are in the order of $1 \times 10^{-15}$, which is in the order of machine precision in this C++ implementation. Therefore the likely cause for this is not a fault in the mathematical analysis, but more likely a rounding error.

The mesh shown for Problem 4.2 also shows reasonable results: the elements are smaller

```
Algorithm 4.4: \(p\)-refinement
    Input : \(\tau_{h}, u_{h}, \boldsymbol{\eta}_{\boldsymbol{\kappa}}\)
    Output: \(\tau_{h}^{\text {new }}, u_{h}^{\text {new }}\)
    forall \(\kappa\) do
        if \(\eta_{\kappa} \geq \max \boldsymbol{\eta}_{\kappa} / 3\) then
            if \(\mathcal{F}_{K} \geq 0.5\) then
                Increase polynomial degree on element;
            else
                Split element in half and add both these elements to \(\tau_{h}^{\text {new }}\)
```

in size near the boundaries. However it is interesting that the polynomial degree is so high over the plateau region. More investigation would need to take place to determine why this happened, as one would expect large linear elements would be sufficient for this problem.

We may also compare our results with Wihler's results for the modified problem to Problem 4.2 where $\epsilon=10^{-5}$. We notice that there are some very similar features between the two convergence rates: in particular we see that there is a large gap between the error and the estimator while the degrees of freedom are below 10, but this gap closes as the degrees of freedom increase. We also notice that both convergence graphs yield exponential convergence rates towards the true solution. However, Wihler's results appear to indicate that the solution was found within an accuracy of $1 \times 10^{-7}$ with 78 degrees of freedom - but our algorithm takes around 83 degrees of freedom to achieve this, despite using the same smoothness indicators, error indicators, and problem parameters. There is likely to be some small discrepancy in the specific numerics of each implementation, but we can be can be reassured by the results having the same qualitative behaviour.

Comparing the meshes between our results and Wihler's results show roughly the same behaviour - in that larger elements with lower-order polynomials appear in the centre of the domain, and smaller elements with higher-order polynomials appear at the boundaries. However the polynomial degrees in outer boundary elements do not match between our results and Wihler's. This could be an issue in how the boundary conditions have been applied, and could also explain the slightly higher degrees of freedom needed to reduce the error in our results.


Figure 4.18: $h p$-adaptivity on Problem 4.1.

We can, however, be satisfied that our results do yield exponential convergence rates towards the exact solution for both of these variations on Problem 4.2.

### 4.5.3 Test Problem 3

Problem 4.3 is designed to solve the same problem as [42, ex. 4], so we can make some direct comparisons between our results and the results of Wihler. Figure 4.24 shows the $h p$-adaptive algorithm for the first 3 steps, and Figures 4.25 and 4.26 respectively show the convergence rate and resulting mesh after 20 steps. For these plots we have chosen an initial mesh of 6 linear elements.

Figure 4.24 clearly shows that $h p$-adaptivity is helping the approximation approach the solution step-by-step, and Figure 4.25 shows that the solution is converging exponentially. Comparing the convergence plot with Wihler's plot in [42, fig. 5], we first note that our initial meshes


Figure 4.19: $h p$-adaptivity convergence on Problem 4.1.
are different: ours consists of 6 linear elements, and Wihler's consists of 4 linear elements. Despite this, the convergence rates have roughly the same features. We actually notice that at around 100 degrees of freedom, our error is calculated at just under $1 \times 10^{-4}$ and Wihler's error is calculated at somewhere between $1 \times 10^{-3}$ and $1 \times 10^{-4}$. This actually shows that our solution has a smaller error for fewer degrees of freedom than Wihler's but, just like in Section 4.5, this could be due to numerical errors or specific implementation features. It could also be due to the difference in initial condition.

The mesh shown in Figure 4.26 is very similar to the mesh shown in [42, fig. 5]: larger elements of degrees 4-7 appear near the boundaries, and smaller elements appear around the shock region with high polynomial degrees around the point and low polynomial degrees in the centre of the shock region.


Figure 4.20: $h p$-adaptivity element sizes and polynomial degrees on Problem 4.1.

### 4.6 Results Summary

Table 4.2 illustrates the performance and effectiveness of each algorithm on each of the different problems. We note here that the $h$ (global) and $h$ entries for Problem 3 are accurate to only $1 \times 10^{-2}$ but were terminated early because of a high number of degrees of freedom, and are indicated by the braces (); the entries for the same problem for $p$ (global) and $p$ are accurate to only $1 \times 10^{-1}$ for similar reasons, and are indicated with curly braces $\}$.

| Problem | h (global) | h | p (global) | p | hp |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4.1 | $11[8193]$ | $14[1677]$ | $4[21]$ | $4[21]$ | $6[33]$ |
| 4.2 | $9[2049]$ | $13[397]$ | $6[29]$ | $4[17]$ | $7[27]$ |
| 4.3 | $(13[32769])$ | $(19[2131])$ | $\{14[91]\}$ | $\{14[35]\}$ | $10[64]$ |

Table 4.2: For each problem, shows the number of iterations [and degrees of freedom in brackets] for each algorithm to take the approximation within $1 \times 10^{-3}$ of the exact solution in the energy norm, with the exception of those in braces and curly braces.


Figure 4.21: hp-adaptivity on Problem 4.2.

For each of the test problems, we can see that $h$-adaptivity certainly has at least some advantage over global $h$-refinement (illustrated by Figures 4.3, 4.5, and 4.8). We can see, therefore, that our error indicators are functioning as we'd like and that they are suitable for adaptive algorithms. In particular, Problem 4.2 had achieved a much lower error in the energy norm with fewer degrees of freedom due to the algorithm only refining the mesh near the boundaries, and not in the centre of the domain where it is not needed.

We notice similar results for $p$-adaptivity, where the adaptivity has had at least some sort of advantage, as shown in Figures 4.10, 4.14, and 4.17. In particular, Problem 4.1 benefited hugely from using $p$-adaptivity.

For $h p$-adaptivity, we see (with the exception of Problem 4.1) an advantage of using $h p$ adaptivity over exclusive $h$ or $p$ global refinement. In fact, for Problem 4.3, the degrees of freedom for a lower error were reduced by a factor of roughly 500 , which shows the power of page 82


Figure 4.22: hp-adaptivity convergence on Problem 4.2 (left) and Wihler's problem (right).



Figure 4.23: hp-adaptivity element sizes and polynomial degrees on Problem 4.2(left) and Wihler's problem (right).
$h p$-adaptive algorithms.

The avid reader may notice that these three examples were chosen specifically to highlight the types of solutions that may benefit from the different adaptivity techniques. In particular, we notice that Problem 4.1 performed particularly well with $p$-adaptivity (likely due to the high smoothness), Problem 4.2 performed particularly well with $h$-adaptivity (likely due to the boundaries), and Problem 4.3 performed particularly well with $h p$-adaptivity (likely due to a mixture of the small shock region and the solution's overall smoothness).


Figure 4.24: $h p$-adaptivity on Problem 4.3.


Figure 4.25: $h p$-adaptivity element sizes and polynomial degrees on Problem 4.3.

Test Problem 3 Mesh After 20 hp-Adaptive Steps


Figure 4.26: $h p$-adaptivity element sizes and polynomial degrees on Problem 4.3.

## Section 5

## Nonlinear Problems

The problem given in Section 2.2.1 is very clearly a linear differential equation; we can also consider a different model problem that is nonlinear, as given in Equation (5.1), and follow a similar procedure as before to derive the weak formulation of this problem. Similarly to the previous problem, for a given bounded Lipschitz domain $\Omega \subseteq \mathbb{R}^{d}, d \geq 1$, we seek $u$ such that

$$
\begin{array}{r}
-\epsilon \Delta u=f(x, u(x)), x \in \Omega \\
u=0, \text { on } \partial \Omega \tag{5.1b}
\end{array}
$$

Here, $\epsilon>0$ and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is continuously differentiable.

For this problem we will seek $u$ in the function space $H_{0}^{1}(\Omega)=: V$.

Multiplying Equation (5.1a) by a test function, $v \in H_{0}^{1}(\Omega)$ to give

$$
-\epsilon \Delta u v=f v, \forall v \in H_{0}^{1}(\Omega) .
$$

Integrating over the domain and performing integration by parts as done previously we need to find $u \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\epsilon(\nabla u, \nabla v)=(f(u), v), \forall v \in H_{0}^{1}(\Omega), \tag{5.2}
\end{equation*}
$$

where we have suppressed the dependence of $x$ in $f$ for simplicity. Notice that this problem is almost the same as the problem given in Section 2.2.1 except we have implicitly moved the " $(c u, v)$ " into $f$ and now allowed $f$ to depend upon $u$.

Our finite element method is: $u_{h, p} \in V_{h} \subset H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\epsilon\left(\nabla u_{h, p}, \nabla v_{h}\right)=\left(f\left(u_{h, p}\right), v_{h}\right), \forall v_{h} \in V_{h} \tag{5.3}
\end{equation*}
$$

Note that we cannot use Lax-Milgram for proving existence and uniqueness of the nonlinear problem; in fact this report will not concern itself with proving the existence or uniqueness of this nonlinear problem and instead supposes that at least one solution exists, just as Amrein et. al [3]. The report instead relies on results such as those in [28] for checking final solutions.

Writing $X=H_{0}^{1}(\Omega)$, we denote $X^{-1}=H^{-1}(\Omega)$ as the dual space of $X$ (cf. [7, p. 219]). Hence, we may define the map $F_{\epsilon}: X \rightarrow X^{-1}$ by

$$
\left\langle F_{\epsilon}(u), v\right\rangle:=(\epsilon \nabla u, \nabla v)-(f(u), v), \forall v \in X
$$

where $\langle\cdot, \cdot\rangle$ is the dual product in $X^{-1} \times X$.

Hence, the weak formulation may be written in the equivalent nonlinear operator form: Find $u \in X$ such that

$$
\begin{equation*}
F_{\epsilon}(u)=0 \tag{5.4}
\end{equation*}
$$

We define the $\epsilon$-norm as:

$$
\|u\|_{\epsilon}:=\left(\|\nabla u\|_{L^{2}(\Omega)}^{2}+\|u\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}}
$$

Newton's method seeks to compute zeros such that Equation (5.4) is satisfied. Assuming that the Fréchet derivative of $F_{\epsilon}, F_{\epsilon}^{\prime}$ exists, then the Newton's method is given by: for an initial
guess, $u_{0}$, we generate

$$
u^{n+1}=u^{n}+\Delta u^{n}, n \geq 0,
$$

where each update, $\Delta u^{n}$, satisfies

$$
F_{\epsilon}^{\prime}\left(u^{n}\right) \Delta u^{n}=-F_{\epsilon}\left(u^{n}\right), n \geq 0 .
$$

Newton's method is not very reliable when the initial guess is far away, so we introduce a dampening parameter, $\theta_{n} \in[0,1]$ :

$$
u^{n+1}=u^{n}-\theta_{n} \Delta u^{n}, n \geq 0,
$$

where $\theta_{n}$ may be chosen according to [3, sec. 2.2]. We have chosen the value in a similar way, except we choose the $\epsilon$-norm in the calculation of the parameter:

$$
\theta_{n}=\sqrt{2 \tau\left\|F_{\epsilon}\left(u_{n}\right)\right\|_{\epsilon}^{-1}}
$$

where $\tau>0$ is the tolerance in which we hope to solve subsequent steps to within Newton's method.

For our particular model problem in Equation (5.1), the Fréchet derivative of $F_{\epsilon}$ is given by

$$
\left\langle F_{\epsilon}^{\prime}(u) w, v\right\rangle=\int_{\Omega} \epsilon w^{\prime} v^{\prime} d x-\int_{\Omega} f^{\prime}(u) w v d x .
$$

Hence, given $u_{0}$, Newton's method is: Find $u^{n+1} \in X$ such that

$$
\begin{equation*}
F_{\epsilon}^{\prime}\left(u^{n}\right)\left(u^{n+1}-u_{n}\right)=-\theta_{n} F_{\epsilon}\left(u^{n}\right) . \tag{5.5}
\end{equation*}
$$

Akin to the linear model problem, we may introduce two functionals to help us write this
more concisely:

$$
\begin{equation*}
a_{\epsilon}\left(u^{n} ; u^{n+1}, v\right)=a_{\epsilon}\left(u^{n} ; u^{n}, v\right)-\theta_{n} l_{\epsilon}\left(u^{n} ; v\right), \forall v \in X, \tag{5.6}
\end{equation*}
$$

where

$$
a_{\epsilon}(u ; w, v):=\int_{\Omega}\left(\epsilon w^{\prime} v^{\prime}-f^{\prime}(u) w v\right) d x
$$

and

$$
l_{\epsilon}(u ; v):=\int_{\Omega}\left(\epsilon u^{\prime} v^{\prime}-f(u) v\right) d x .
$$

We can use $a_{\epsilon}$ and $l_{\epsilon}$ in an analogous way to the linear problem to compute the Newton update at each Newton step.

### 5.1 Simple Numerics

### 5.1.1 Test Problem 1 (Nonlinear)

## Problem 5.1.

The Bratu problem in one dimension has, depending upon the bifurcation parameter $\epsilon$, somewhere between zero and two solutions.

The data is set on Equation (5.1) as $f=\exp (u), c \equiv 0$, and we will allow $\epsilon$ to vary slightly. We note from [28, p.27] that the critical value of the bifurcation parameter is $\epsilon_{c} \approx 1 / 3.514$.

Provided that our bifurcation parameter $\epsilon>\epsilon_{c}$, the problem has two solutions - and this is the case that we will consider.

We will solve this nonlinear problem with 20 elements, from which we will vary the bifurcation parameter and initial condition. As suggested by Mohsen [28, p. 28], we will set the initial page 90
condition for each simulation to be

$$
u_{0}(x)=a \sin (\pi x) .
$$

We show the results for various initial conditions and bifurcation parameters, producing Figure 5.1.

We note that, after comparing with the maximum values of the solution given by Mohsen [28, p. 29], that the values appear to be correct.

### 5.1.2 Test Problem 2 (Nonlinear)

For this nonlinear test problem, we will actually choose a linear problem to make sure that the solver works in this degenerative case. We will take our new problem as the same as the boundary layer problem, given as Problem 4.2. For the parameters for our new model equation, we give these in Problem 5.2.

## Problem 5.2.

A boundary layer problem, exhibiting boundaries near $x=0$ and $x=1$, as given in [42, ex. 2] with the exact solution

$$
u(x)=-\frac{\exp (x / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}-\frac{\exp (-x / \sqrt{\epsilon}) \exp (1 / \sqrt{\epsilon})}{\exp (1 / \sqrt{\epsilon})+1}+1 .
$$

The data is set on Equation (5.1) as $\epsilon=10^{-3}, f \equiv-1-u$.

Running with the correct parameters produces Figure 5.2. We see that the features of the solution are present, very similarly to the solutions shown in Section 4 which suggests that our nonlinear solver works for the degenerative linear case.

### 5.1.3 Test Problem 3 (Nonlinear)

## Problem 5.3.

Here we will solve the steady one-dimensional version of Fisher's equation with zero boundary conditions. The problem infinitely many solutions [3, p. 1652].

The data is set on Equation (5.1) as $\epsilon=0.00025, f=u(u-1)$.

We choose a similar initial condition to Amrein et. al [3, fig. 3] that consists of four plateaued peaks at $u_{0}=1$, and three plateaued troughs at $u_{0}=-0.4$. From this initial data we produce Figure 5.3 .

The figure displays the same attributes as those in [3] so that we can be fairly sure that this works. Although we aren't studying here the convergence or refinement properties of the approximation, we note that the Newton solver converged within an $l^{2}$-norm tolerance of $1 \times 10^{-3}$ between subsequent terms within 30 steps.


Figure 5.1: Solutions of Problem 5.1. Lower solutions are displayed on the left and upper solutions are displayed on the right.

Problem 2


Figure 5.2: Solution of Problem 5.2.


Figure 5.3: Initial condition (left) and solution (right) of Problem 5.3.

## Section 6

## Conclusions

In conclusion, we found that an $h p$-adaptive algorithm for finite element methods can greatly reduce the degrees of freedom for high-accuracy results, especially when smooth functions with steep derivatives are involved. This considerably reduced computational resources over the global refinement strategy that would be necessary for the same accuracy. We did find some situations where a $p$-adaptive algorithm yielded higher convergence rates between the degrees of freedom and error, but the $h p$-adaptive was the most consistent in doing so.

We started in Section 2 by laying the background in $h p$-FEMs, creating a linear model problem, and proving that the chosen problem was well-posed.

We outlined the specific implementation choices in Section 3, which were heavily influenced by the work of Šolín et. al [33]; the implementation focused on creating an efficient piece of software: the efficiency was particularly increased by the use of an intelligent cache with the quadrature calculations and an efficient class structure. Further discussions were made at how the code could be further optimised with, for example, parallelising the linear system solving process and implementing a sparse matrix data structure. In particular we note that we used a non-parallelisable iterative conjugate gradient method for solving all linear systems that arose, which significantly restricts the available computing resources available on most modern-day computers; we note that a parallelisable version of the conjugate gradient method could be implemented, as suggested by Hestenes et. al [20]. We also note that the code was written in a generic way, allowing for further adaptability and extension of features if future developers were to continue this project.

A posteriori error bounds were derived and proved for a linear problem in Section 4, influenced by the work of Schwab [32]. We further derived local element indicators leading to
robust and efficient adaptivity algorithms, and made use of a smoothness parameter that was used in the work of Wihler [42]. We solved some numerical calculations for three chosen test problems; we found that the $h$ - and $p$-adaptive algorithms worked with varying success depending upon the specific test problem, but the $h p$-adaptive algorithm consistently performed well and yielded high (exponential) rates of convergence. In nearly all cases, global refinement of $h$ and $p$ separately were very costly and unnecessary.

Section 5 introduced a new model problem that was nonlinear (specifically semilinear). This new model problem was implemented into the code, using inheritance to reduce code redundancy from the linear solving process. In particular we used a Newton solver to solve the resulting nonlinear system. For this model problem we chose a further three test problems to be solved, for which the results appeared to coincide with the results of other authors performing the same calculations [28, 3].

Further work on this project could involve generalising the implementation to work with dimensions higher than one, which would benefit most real-world problems; our implementation is concerned only with one-dimensional PDEs, but is designed in a way that would easily support higher-dimensional PDEs in the future. We could also work toward implementing the a posteriori error bounds and using them to give $h p$-adaptive algorithms to nonlinear model problems, like the work demonstrated by Amrein et. al [3].

## c

## Appendix A

## Code

Note that all of the code for this project can be found on the GitHub repository, as shown on Page 2. We will specifically list and discuss the code here for the Solve method of the Solution_linear class, to give an idea of the process involved in the solvers. We also include the calculation of the value of the bilinear functional, $a(u, v)$, and linear functional $l(v)$.

```
void Solution_linear: Solve(const double &a_cgTolerance)
    // Left and right boundary conditions
    double A = 0;
    double B = 0;
    // Degrees of freedom and elements pointer
    int n = this->mesh->elements->get_DoF();
    Elements* elements = this->mesh->elements;
    // Stiffness and matrix and load vector for the FEM sovler
    Matrix_full<double> stiffnessMatrix(n, n, 0);
    std::vector<double> loadVector(n, 0);
    // Loops over all elements
    for (int elementCounter=0; elementCounter<this->noElements;
        ++elementCounter)
    {
```

// Pointer to our current element.
Element* currentElement =
(*(this->mesh->elements)) [elementCounter];
// All degrees of freedom associated with this element.
std: :vector<int> elementDoFs =
elements->get_elementDoFs(elementCounter);
// Loops over first combination of basis functions.
for (int a=0; a<elementDoFs.size(); ++a)
\{
// Current first degree of freedom.
int $j=$ elementDoFs[a];
// Basis functions needed.
f_double basis = currentElement->basisFunction(a, 0);
// Adds to load vector.
loadVector[j] += this->l(currentElement, basis);
// Loops over second combination of basis functions
for (int b=0; b<elementDoFs.size(); ++b)
\{
// Current second degree of freedom.
int $\mathrm{i}=$ elementDoFs[b];
// Basis functions needed.
f_double basis1 = currentElement->basisFunction(b, 0);
f_double basis2 = currentElement->basisFunction(a, 0);
$f_{\text {_ double basis1_ = currentElement->basisFunction(b, 1); }}^{\text {( }}$
f_double basis2_ = currentElement->basisFunction(a, 1);
// Adds to stiffness matrix.
double value = stiffnessMatrix(i, j);
stiffnessMatrix.set(i, j, value +
this->a(currentElement, basis1, basis2, basis1_, basis2_));
\}
\}
\}
// Temporary load vector and boundary element contribution.
std: :vector<double> F_(n);
std: :vector<double> u0(n, 0);
// The degree of freedom to apply the second boundary condition at. int $m=$ this->mesh->elements->get_noElements();
// Zeroes rows and columns associated with first boundary condition.
for (int i=0; i<stiffnessMatrix.get_noRows(); ++i)
stiffnessMatrix.set(0, i, 0);
for (int $j=0$; $\left.j<s t i f f n e s s M a t r i x . g e t \_n o C o l u m n s() ; ~++j\right)$
stiffnessMatrix.set(j, 0, 0);
loadVector[0] = 0;
// Zeroes rows and columns associated with second boundary
condition.
for (int $\left.i=0 ; i<s t i f f n e s s M a t r i x . g e t \_n o R o w s() ; ~++i\right)$

```
    stiffnessMatrix.set(m, i, 0);
    for (int j=0; j<stiffnessMatrix.get_noColumns(); ++j)
        stiffnessMatrix.set(j, m, 0);
    loadVector[m] = 0;
    // Enforces boundary condition on contribution vector.
    u0[0] = A;
    u0[m] = B;
    // Removes contribution from load vector.
    F
    for (int i=0; i<n; ++i)
        loadVector[i] -= F_[i];
    // Enforces boundary condition in the stiffness matrix.
    stiffnessMatrix.set(0, 0, 1);
    stiffnessMatrix.set(m, m, 1);
    // Calculates and stores the solution to a specified conjugate
        gradient tolerance.
    this->solution = linearSystems:: conjugateGradient(stiffnessMatrix,
        loadVector, a_cgTolerance);
    // Re-enforces the boundary conditions.
    this->solution[0] = A;
    this->solution[m] = B;
}
double Solution_linear::l(Element* currentElement, f_double &basis)
```

```
{
    // Jacobian for this element.
    double J = currentElement->get_Jacobian();
    // Initialises return value.
    double integral = 0;
    // Gets element quadrature.
    std::vector<double> coordinates;
    std::vector<double> weights;
    currentElement->get_elementQuadrature(coordinates, weights);
    // Loops over all coordiantes and weights.
    for (int k=0; k<coordinates.size(); ++k)
    {
        // Basis function and f values at this coordinate.
        double b_value = basis(coordinates[k]);
        double f_value =
            this->f(currentElement->mapLocalToGlobal(coordinates[k]));
        // Adds these combinations to the return value.
        integral += b_value*f_value*weights[k]*J;
    }
    // Returns value.
    return integral;
}
double Solution_linear::a(Element* currentElement, f_double &basis1,
    f_double &basis2, f_double &basis1_, f_double &basis2_)
```

// Jacobian for this element.
double J = currentElement->get_Jacobian();
// Initialises return value
double integral = 0;
// Gets element quadrature
std::vector<double> coordinates;
std::vector<double> weights;
currentElement->get_elementQuadrature(coordinates, weights);
// Loops over all coordinates and weights for first term in
equation.
for (int k=0; k<coordinates.size(); ++k)
\{
// Combination of basis functions at this coordinate.
double b_value = basis1_(coordinates [k]) *
basis2_(coordinates [k]);
// Adds to the return value.
integral += this->epsilon*b_value*weights[k] / J;
\}
// Loops over all coordinates and weights for second term in
equation.
for (int k=0; k<coordinates.size(); ++k)
\{
// Basis and c values at this coordinate.

```
            double b_value = basis1(coordinates[k]) *
            basis2(coordinates[k]);
            double c_value =
        this->c(currentElement->mapLocalToGlobal(coordinates[k]));
            // Adds to the return value.
            integral += c_value*b_value*weights[k]*J;
    }
    // Returns value.
    return integral;
}
```

The comments on this piece of code are hopefully clear enough to describe the process, but the general idea is:

1. Loop over all elements
(a) For each element, find the associated degrees of freedom
(b) Loop over first combination of degrees of freedom
i. Add value of $l(v)$ (or nonlinear equivalent) to appropriate index in load vector
ii. Loop over second combination of degrees of freedom
A. Add value of $a(u, v)$ (or nonlinear equivalent) to appropriate index in stiffness matrix
2. Find contribution of boundary conditions to the solution
3. Remove boundary condition contribution from the load vector
4. Enforce both boundary conditions
5. Solve the resulting linear (or nonlinear) system
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